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Abstract—The Software-Defined Networking (SDN) is a new
network framework widely adopted in data center networks that
decouples the control plane from data plane to make network man-
agement easier. In SDN, OpenFlow is a mainstream southbound
communication protocol for controllers and network devices. In an
OpenFlow-supported SDN network, the control plane establishes
connections with switches and installs flow entries in their flow
tables to direct packet forwarding. Since the flow table built with the
ternary content addressable memory (TCAM) has limited space, it
is possible to overflow by Denial-of-Service attacks or Flash Crowds
(FCs). In this article, we present FTOP, an eviction-based system to
capture anomalies and prevent flow table overflow from Low-rate
Flow Table Overflow (LFTO) attacks and FCs. FTOP has four
modules: Predictor, Detector, Mitigator, and Preventer. Predictor
monitors network traffic and produces estimation of the flow count.
Detector calculates features of all flows and detects LFTO attacks.
Mitigator calculates features of each flow and evicts malicious rules.
Preventer calculates the significance score for each flow and evicts
the low-scored flows. We introduce random forest classifiers in
attack detection and mitigation. Simulation results demonstrate
the effectiveness of FTOP in preventing flow table overflow, which
proves FTOP a practical solution.

Index Terms—Kalman filtering, low-rate flow table overflow
attack, random forest, software-defined networking.

I. INTRODUCTION

SOFTWARE-defined Networking (SDN) is a merging net-
work framework that brings centralized control, direct pro-

grammability, and programmable configuration through making
the control plane and data plane independent of each other [1]. In
contrast to a traditional network architecture, SDN’s data plane
devices merely act on instructions from the control plane in order

Manuscript received 12 January 2023; revised 11 June 2023; accepted 13
July 2023. Date of publication 21 July 2023; date of current version 30 April
2024. This work was supported in part by the National Key R&D Program of
China under Grant 2020YFB1713400, in part by the National Natural Science
Foundation of China under Grant 62122023, and in part by the Science and
Technology Key Projects of Changsha City under Grant kq2208038. Rec-
ommended for acceptance by Dr. He Huang. (Corresponding author: Jiliang
Zhang.)

Dan Tang, Zhiqing Zheng, and Jiliang Zhang are with the Hunan University,
Changsha 410012, China (e-mail: dtang@hnu.edu.cn; zhengzq@hnu.edu.cn;
zhangjiliang@hnu.edu.cn).

Keqin Li is with the State University of New York, New York, NY 10018
USA, and also with Hunan University, Changsha 410012, China (e-mail:
lik@newpaltz.edu).

Chao Yin is with the Jiujiang University, Jiujiang 332006, China (e-mail:
david_yin@jju.edu.cn).

Wei Liang is with the Hunan University of Science and Technology, Xiangtan
411199, China (e-mail: wliang@hnust.edu.cn).

Digital Object Identifier 10.1109/TNSE.2023.3297650

to forward packets, leaving sophisticated network operations
like routing to the control plane.

To realize communications between the control plane and
the data plane, many protocols have been proposed, such as
the Extensible Message and Presence Protocol (XMPP) [2] and
OpenFlow [3]. OpenFlow is now the most well-known south-
bound protocol that defines the flow table for packet forwarding
and allows users to directly access and manipulate the network
devices on the data plane.

SDN has benefited greatly from its innovation architecture,
however, the OpenFlow could present a number of security
risks [4]. Since OpenFlow utilizes flow tables to store essential
information relevant to network configurations, the OpenFlow
switch becomes a major target. Moreover, the network relies on
the switches to make modifications on flow rules according to
the controller’s commands all the time, making switch security
an even more important issue [5]. Physical switches typically
store flow entries in the ternary content addressable memory
(TCAM), which allows for wire-speed packet forwarding. The
flow table can only install limited flow rules by virtue of the
high cost of TCAM [6], rendering it vulnerable to Flow Table
Overflow (FTO) attacks [7] and Flash Crowds (FCs).

In this article, we study two scenarios that lead to flow table
overflow: the Low-rate FTO (LFTO) attacks and FCs. The LFTO
attack is a low-volume attack that sends a small number of
mismatched packets to trigger massive malicious rules instal-
lation and eventually leading to unavailable to install new rules
on the flow table. Different from LFTO attacks, FCs refer to a
variety of legitimate users accessing the service within a short
period of time, resulting in an effect similar to Denial of Service
attacks [8].

A multitude of proposed solutions by researchers aim to
prevent flow table overflow, however, it is important to note that
these solutions are not exempt from the following limitations:
� Coarse-grained matching: Most flow rule aggregation-

based solutions assign specific rules for big flows while
aggregating the rules for small flows into a default rule [9],
leading to coarse-grained matching for packets of small
flows [10].

� Only Focus on a single scenario: Most solutions only focus
on a single scenario, as some of them work on improving
flow table utilization under a normal network [11], [12]
and they fail to prevent overflow under FTO attacks, while
others only consider the attack scenario and may be unable
to prevent overflow under normal network [13].
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� Unable to address the root causes of attacks: Some solu-
tions are based on attack flow migration, which routes the
packets matched to flow rules stored in switches with insuf-
ficient memory resources to those switches with sufficient
memory resources so that the flow entries will be stored in
the switch which is not likely to overflow [14]. However,
the migration mechanism is unable to fundamentally miti-
gate FTO attacks and may lead to multiple switches being
overflowed [15].

In response to these issues, we propose FTOP, an online
system to prevent flow table overflow in two scenarios: LFTO
attacks and FCs. FTOP consists of four modules: Predictor,
Detector, Mitigator, and Preventer. The core idea of FTOP is to
prevent overflow with minimal evicting operations to the victim
flow table. FTOP relies on Mitigator and Preventer to complete
the eviction of malicious and less-important flow rules. Due
to the high computation overhead of Mitigator and Preventer,
we design Predictor and Detector to monitor the flow table
and send alarms to activate Mitigator and Preventer only if
the flow table may overflow. Predictor generates an estimate
of the flow count for the next time stamp and activates De-
tector if the estimation exceeds the threshold. When Detector
is activated, it polls the flow table and calculates features, and
inputs them into the detection classifier. When the LFTO attack
is confirmed, Mitigator will identify malicious rules and add
these rules to an evict list. Otherwise, Preventer will be triggered
to calculate significance score for each flow rule and evict the
rules with a low significance score. With these four modules,
FTOP can mitigate flow table overflow under the two scenarios
effectively. We use Kalman filtering to predict the flow count
for the next time stamp, and implement two random forest
(RF) classifiers to achieve attack detection and malicious flow
identification.

To assess the feasibility of FTOP, we performed four set of
simulations on a virtual SDN network. For LFTO attack scenar-
ios, deploying FTOP can detect attacks and identify malicious
rules with an accuracy rate of up to 98%, and reduce the propor-
tion of attack rules to 20.66%, which is more than 35% higher
than existing methods. For FCs scenarios, deploying FTOP can
reduce Table_Full messages to 411, which is more than 29%
higher than existing methods. In brief, our contributions are as
follows:
� We mitigate flow table overflow caused by both LFTO

attacks and FCs, which appears to be the first solution of
its kind.

� We propose an eviction-based system that only evicts
malicious rules and a small number of small flows, the
simulation results show that eviction operations do not add
packet matching issues and maintain fine-grained packet
matching.

� We design Detector and Mitigator to mitigate LFTO at-
tacks and Preventer to prevent being overflowed by FCs,
ensuring the security of the flow table under both attack
scenarios and normal scenarios.

� We mitigate LFTO attacks by removing malicious flows
from the flow table rather than aggregating or migrating,

effectively reducing the proportion of malicious flows in
the network.

This article is segmented into the following sections, arranged
in the following manner. Section II provides background in-
formation on SDN and threat models. Section III discusses
related work. In Section IV, we introduce techniques related
to FTOP. Section V presents our countermeasure, FTOP, which
mitigates LFTO attacks and prevents overflow caused by FCs.
Section VI evaluates the offline and online performance of FTOP
through simulations, and the last section, Section VII, provides
the conclusion.

II. BACKGROUND

A. SDN Framework

SDN, which is originated from Standford University’s Clean
Slate project and was proposed by Professor N. Mckeow, revo-
lutionizes network configuration and management by separating
the tightly-coupled control and data plane in traditional net-
working devices, resulting in programmatically efficient net-
work management. The application, control, and data plane are
three vertically dividing planes that make up a typical SDN
framework, according to ONF. Specifically, the control plane
controls routing via OpenFlow and provides an interface to the
north for developers to design and deploy their own functions
and applications. The data plane, on the other hand, processes
traffic solely in accordance with the instructions generated by the
connected controller. Finally, the application plane comprises of
applications that implement services through the network.

B. OpenFlow Protocol and the Data Plane

The OpenFlow protocol which is first proposed in 2008 and
has now been updated to OpenFlow v1.5 is one of the most
commonly used SDN southbound interface protocols. Through
it, the control plane can direct data plane to perform packet
forwarding and processing by a series of control events and
decisions to add flow entries to the switches.

In the data plane, the flow table is a key data structure that
enables the switches to forward and process incoming packets.
A flow table consists of flows that direct the forwarding and
processing of the matched packets. Each flow contains six
components, which are match field, priority, instruction field,
timeouts, and cookies. The most important parts are the match
field and the instruction field. The match field specifies the
packets that can match a flow, while the instruction field specifies
how to handle matching packets. Fig. 1 illustrates how the data
plane and control plane communicate with each other. When a
data packet reaches a switch, the switch first parses its header
and matches it with the flow entries in the flow table. If the packet
matches a flow entry, the switch will execute the actions from
the instruction field and specifies the output port for forwarding;
Otherwise, the switch will send a Packet_In event to the control
plane for further processing and routing instructions, and then
the controller that is connected to the switch will reply with
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Fig. 1. The communication between the control plane and the data plane.

Fig. 2. The model of an LFTO attack.

a Flow_Mod event which defines the adding, modifying and
removing of flow entries.

C. Threat Model

In this article, we discuss two kinds of data plane threats,
which are LFTO attacks and FCs.

Different from the high-volume DDoS attack which over-
whelm the resources of the switch’s flow table immediately,
the low-rate attack overflow the flow table in a more concealed
way. The first low rate DoS attack targeting SDN switches
is Slow-TCAM attack proposed by T. A. Pascoal et al. in
2017 [16]. Attackers recuit massive bots that each bot sends a
well-constructed packet to the target switch without IP spoofing.
In this article we study the LFTO attack proposed by Tang
et al. [13]. The attacker sends specially designed data packets to
the targeted switch and caused its flow table to install massive
flow rules, and resends the packets during each idle_timeout to
prevent being evicted. Fig. 2 depicts the model of the LFTO
attack, which is characterized by three parameters: period (P),
step (S), and maximum attack strength (MAS). P represents
the attack period, which is intentionally set shorter than the
idle_timeout to avoid eviction by the timeout mechanism. S
indicates the growth of attack packets between adjacent periods
(Ps). With the progression of the attack’s duration, the number of

malicious flow entries stored in the flow table rapidly increases,
as determined by the parameter S. MAS represents the maximum
quantity of malicious rules the attacker can generate. To overflow
the flow table during each P, MAS must exceed the rest of the
targeted flow table’s resources. To make the attack more random
and disordered, the P and S can be set to random. LFTO attacks
cause the flow table to fail to install flow rules for legitimate
new flows, so unmatched flows are forwarded to the controller,
potentially causing saturation attacks to the control plane. In
addition, due to the low attack rate of LFTO attack, the growth
of attack flow entries is obviously lower than that of legitimate
flow, which is difficult to be detected.

FCs refers to a phenomenon in which massive legitimate users
access a service at the same time for a period of time, resulting in
service performance degradation or even paralysis. In contrast
to DDoS attacks, Flash Crowds traffic has a widely dispersed
source IP distribution and packet size distribution. Different
from the LFTO attack, the growth rate of flow rules is faster
when there is flash congestion on the network, and the number
of matched packets and bytes is larger, which does not have
the effect of overflowing the flow table with small-sized data
packets. Although Flash Crowd is non-malicious, it can still
cause network performance degradation, so we hope to design
an anti-overflow system that can mitigate the impact of it.

III. RELATED WORK

In the past few years, there has been a growing body of
research focused on investigating security issues within the SDN
framework. In the section, we present relevant previous work
that includes studies on attacks to the data plane and techniques
for detecting and mitigating FTO attacks.

Attacks to the Data Plane: According to the literature [17],
data plane attacks have three major types. The first one is the
Denial-of-Service (DoS) attack. Attackers are able to monopo-
lize the bandwidth between the controller and the switch [18],
overflow the switch’s flow table [19], occupy the bottleneck
links in data plane [20], [21], [22], and consume the controller’s
available resources by Packet_In flooding [23]. The second one
is topology poisoning attacks. The attackers can disrupt the
controller’s control ability of the entire network by constructing
Link Layer Discovery Protocol (LLDP) packets to create fake
links between SDN switches that are nonexistent to [24]. The
third one is side-channel attacks. The attackers can estimate
network configurations, such as flow table capacity [25] and
communication records of switches [26] from the processing
time of the controllers.

Mitigating Flow Table Overflow Attacks: Solutions to flow ta-
ble overflow attacks can be categorized into four kinds, which are
aggregation-based solutions, eviction-based solutions, timeout-
based solutions, and migration-based solutions.

Aggregation refers to the use of a single flow rule to match
multiple flows, effectively reducing the quantity of rules in the
flow table. This kind of methods usually aggregate small flows
and reserve specific rules for big flows [9], [27], some of them
store important rules in TCAM while keeping less important
rules in SRAM [11]. This kind of methods has lower fine-grained
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packet matching, and may lose small flows and increase the
delay. In addition, this kind of methods are only practical for
dealing with flow table overflow under normal network environ-
ments and are not capable of mitigating overflow from malicious
users [28].

Timeout-based methods use adaptive algorithms to calculate
the optimal idle_timeout [12], [29], or hard_timeout [30], [31] to
evict the expired rules in the flow table. Similar to aggregation-
based methods, the timeout-based methods can only prevent
overflow under normal network conditions.

Migration-based methods need to adding routing rules to mi-
grate the flow rules from a switch with sufficient resources [14],
[32], [33]. This kind of methods may influence the routing of the
entire network, leading to low versatility and deployability [28].

Eviction-based methods usually work by eliminating some
chosen flow entries to release space for the installation of new
rules. The eviction strategy of this type of methods can be
divided into active eviction and passive eviction. Algorithms
commonly used for passive eviction include least recently used
(LRU) [34], first in first out (FIFO) [35], and random replace-
ment [36]. Passive eviction fails to identify malicious rules, and
therefore may mistakenly delete legitimate big flows causing
higher network load. Active eviction often removes the flows
with the least importance which are predicted to match the least
packets in the future [37], [38], or the flows which are confirmed
as malicious flows [39], [40], [41]. The current active eviction
method mainly identifies small flows that match fewer packets
and deletes them, and the accuracy is not high due to the dynamic
network. In conclusion, existing eviction-based methods rarely
target malicious rules, so most of the eviction rules are legitimate
small flows, which cannot well mitigate flow table overflow
attacks. In addition, eviction leads to higher communication
overhead, which may influence traffic forwarding [42].

In this work, our goal is to develop a lightweight and ef-
fective system for preventing flow table overflow. We expect
it can mitigate LFTO attacks and prevent being overflowed in
a normal network, so we combine active and passive eviction
strategies to achieve that goal with the least modifications on
the switch. We simulated FTOP and evaluated its performance
against the native overflow policies of OpenFlow (REFUSE
and EVICT [43]), and three existing schemes from literature
(SIFT [16], TableGuard [41], and SFTOGuard [13]). The simu-
lation results demonstrate that FTOP outperforms all five meth-
ods in both LFTO attack and FCs scenarios.

IV. THE PREDICTING AND ATTACK MITIGATION TECHNIQUES

This section introduces the techniques used in FTOP, namely
Kalman Filtering and Random Forest.

A. Kalman Filtering

The Kalman filtering (KF) algorithm [44] proposed by Rudolf
E. Kálmán in 1960, is a one-step state estimator generates
estimates of unknown variables. Over these decades, the KF al-
gorithm has been making contributions to numerous fields [45],
and has been applied to attack detection problems [46]. Since

Fig. 3. The workflow of a KF estimator.

the KF algorithm has low memory consumption and fast cal-
culation speed, we utilizes it for flow count prediction. The
attack detection will not be carried out only if the prediction
result indicates that the flow table may be overflowed, which
effectively reduces the system overhead [47] while maintaining
high-quality anti-overflow service for switches.

As shown in Fig. 3, the KF estimator consists of two phases,
which are the predicting and updating phase.

The predicting phase utilizes the previously estimated state of
the observed variable to estimate current state of the observed
variable. Firstly, the estimator estimates the current state X̂t|t−1

using the estimated previous state Xt−1|t−1 as follows:

X̂t|t−1 = FtXt−1|t−1 +Btut, (1)

where Ft denotes the state transition model, ut denotes the
control vector, Bt denotes the control-input model applied to
ut. Then, the estimator generates the estimate covariance P̂t|t−1

as follows:

P̂t|t−1 = FtPt−1|t−1F
T
t +Qt, (2)

where FT
t is the transpose of Ft, and Qt is the covariance of the

process noise.
The updating phase updates estimates from the predicting

phase once the measurements at time t are observed.
Firstly, the estimator updates the state estimate of time t the

Kalman gain K as follows:

Xt|t = X̂t|t−1 +Ktỹt, (3)

where ỹt is given by

ỹt = zt −HtX̂t|t−1, (4)

where zt is the observation of the true state Xt. Finally, the
estimated covariance Pt|t is obtained by

Pt|t = (1−KtHt)P̂t|t−1. (5)

B. Random Forest Algorithm

For building our detection and mitigation models, we use
the RF algorithm, which is an ensemble learning algorithm.
Fig. 4 depicts a simplified RF workflow. The RF algorithm
operates classification, regression, and other tasks by combining
a multitude of individual decision trees (DTs). Each DT in the
RF algorithm provides a class prediction, and the class with
the majority vote is the prediction of the RF model. Due to the
low correlation between DTs, the individual errors from the DTs
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Fig. 4. The workflow of RF algorithm.

Fig. 5. System workflow.

will not influence the prediction result of the entire model, which
brings high accuracy, good tolerance for outliers, and the ability
to avoid overfitting.

V. SYSTEM DESIGN

A. System Overview

We first introduce the general overview of FTOP in this
section, and then introduce each modules in brief. We define
in this work that preventing overflow refers to preventing flow
table usage from reaching more than 98%. As is shown in Fig. 5,
FTOP has four modules, namely Predictor, Detector, Mitigator,
and Preventer. Predictor polls the quantity of the flow entries
and produces the estimated quantity of flow entries at time t+1
with a KF estimator. If the estimate is larger than the threshold,
Detector will be triggered. Detector first polls the flow table
of the monitored switch and extracts its features for detection.
Then, the module uses a trained RF classifier to confirm whether
the monitored switch is been attacked. If the attacks occur,
Mitigator is activated and traverses the flow entries. The flow
rules which are identified as malicious rules by the mitigation
model will be added to an evict list to be evicted. Preventer is
active at all time to prevent flow tables overflowed by legitimate
rules. With these four modules, FTOP can prevent flow table
overflow under two circumstances, which are the LFTO attacks
and FCs.

Algorithm 1: Predict the Number of Flow Rules.

B. Predictor Module

Algorithm 1 illustrates the workflow of Predictor. Firstly,
the module polls the switch at Δt seconds interval, obtains the
flow count and collects it into the sliding window flowCount.
Secondly, it feeds flowCount to a KF estimator to produce
estimations of the hidden state at the current time stamp. Then,
the estimator predicts the state Estimate and calculate the covari-
ance next_covariance at the next time stamp with the previous
estimate and covariance. Finally, the status of the flow table is
confirmed with a threshold TH. If the Estimate exceeds TH,
Predictor considers that the flow table may overflow, and the
status is set to unsafe to activate Detector. The TH is given by

TH =

{
αTH counter = 2
TH0 counter = 0, 1

(6)

where counter counts the times that Detector detects LFTO
attacks and counter = 2 denotes Detector detects LFTO attacks
twice continuously, α is set to 0.7, and TH0 is set to 80% of the
flow table capacity.

We define the initial value for TH to 80% of the flow table
is that it is likely to be overflowed with less than 20% available
space. The sampling interval Δt is set to 1 s. To implement the
KF estimator, we use pykalman [48]. With Predictor, the system
turns to attack detection only if the flow table is likely to be
overflowed, which effectively reduces the system overhead.

C. Detector Module

The workflow of Detector is shown in Algorithm 2. It detects
whether flow table overflow attacks are launched and activates
other modules to maintain flow table availability. To detect
LFTO attacks, Detector first polls the switch’s flow table to
obtain the features of the flow table, which are packet numbers
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Fig. 6. Flow table features under normal conditions and LFTO attacks.

Algorithm 2: Detect LFTO Attacks.

pkt, bytes byte, number of flow rules numrules, and average
packet number avgpkt. The average packet number is given by

avgpkt =
pkt

numrule
, (7)

where numrules is the number of flow rules. Then, the features
for detection are served as the input of the detection classification
model to determine switch’s status. If the model determines that
LFTO attacks occur, the counter will be incremented by 1, and
Mitigator will be activated to identify and evict malicious rules.
Otherwise counter will be set to 0.

Fig. 6 shows the flow table features under flow table overflow
attacks and without attacks. As shown in the figure, the above
features are able to well distinguish between the flow table under
normal conditions and LFTO attacks. The orange line denotes
the displayed features under attacks while the blue line stands
for normal conditions. As shown in Fig. 6(a), under normal
network, numrules does not exceed 1500 while that is obviously
larger under LFTO attacks. As the attack lasting time grows,
numrules increases stepwise, which is in line with the attack
model discussed in Section II. Since we modified the source
port of attack packets to overflow the flow table with minimum
packets, pkt and byte under LFTO attacks are much smaller than
those under normal network, as shown in Fig. 6(b) and 6(c). In
Fig. 6(d), under LFTO attacks, massive attack flows are added
to the flow table that only match a minor quantity of packets

and rules for legitimate packets can not be installed, leading to a
low avgpkt since pkt declines and numrules increases. Therefore,
the LFTO attacks can overflow the flow table with a small cost,
which sends the least quantity of packets to construct a large
quantity of flow entries.

With Detector, FTOP can confirm whether the flow table is
overflowed by legitimate users or malicious attacks. If it is over-
flowed by legitimate flow entries, Preventer will be triggered
to evict small flow rules which are less important to free the
flow table space. If the flow table is overflowed by attackers,
Mitigator will be triggered to identify malicious rules and evict
them.

D. Mitigation Module

Mitigator is activated when Detector sends the being attacked
signal to it. Firstly, this module requests the switch for detailed
flow table information, which includes every flow entry in the
switch’s flow table. Then, it traverses the obatined flow rules,
extracts the features of each rule, and enters the features into the
RF classifier which is trained to identify malicious rules. If a
flow rule is identified as a malicious rule, it will be added to an
evict list and later deleted. Finally, if the quantity of flow rules
still exceeds TH, Preventer will be activated.

The features extracted are the number of packets pkt, bytes
byte, source and destination ports, source and destination IPs,
average packet arrival interval (APAI), and average packet size
(APS). APAI is given by

APAI =
pkt

duration
, (8)

where duration is the valid time of the flow entry.
Fig. 7 shows the above features of attack rules and benign

rules. Since the LFTO attacks have a short attack period, the
APAI of a malicious rule is much larger than that of a benign
rule. To overflow the flow table, the attacker sends a major
quantity of unmatched data packets with randomized ports to
the targeted switch to trigger the installation of massive flow
rules corresponding to the malicious packets. We can see that
the selected features can well distinguish between the attack
flows and the legitimate flows.

With Mitigator, FTOP can identify malicious flows with high
accuracy, which enables FTOP to achieve precise mitigation
from attackers and has the least impact on the matching of
legitimate packets.
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Fig. 7. Mitigation features of the attack flows and benign flows.

E. Preventer Module

Preventer is activated under two circumstances, which is 1)
Predictor predicts that the estimated quantity of flow entris at
the next time stamp will exceed the threshold TH and Detector
confirms no LFTO attacks, and 2) Mitigator evicts the malicious
flow entries identified by our mitigation model and after this
process, the quantity of flow entries still exceeds TH. This
module has two main steps. Firstly, the module traverses all the
flow entries in the switch’s flow table, calculate the significance
score (ss) of each rule. The formula of ss is given by

ssi =
θ

α+ β
× nxi∑n

i=1 xi
+

β

θ + β
× nyi∑n

i=1 yi
, (9)

where xi is the number of packets that the flow rule i matches,
yi is the quantity of bytes that rulei matches, θ and β are the
coefficient of variation of x and y.

The coefficient of variation (CV) is a statistical measure that
expresses the degree of variation relative to its mean value. It is
calculated as the ratio of the standard deviation to the average
value of the data and has been frequently utilized for weight
assignment. The larger CV of a feature indicates that this feature
carries more information than other features and is of greater
significance, and thus the weight of the feature is given a greater
value. For the two features, the quantity of pkt and the quantity of
byte, we do not manually set the fixed weights, but use their CVs
to produce self-adaptive weights, which makes the ss always
useful to measure whether the flow rule is taking up significant
amounts of network capacity and can not be evicted.

Fig. 8 shows the distribution of ss. It is evident that the flows
which match more packets and bytes have higher ss, with an
average of 64.72, and we regard these flows as big flows that
take on heavier data transfer task that should not be evicted. For
legitimate small flows and attack flows, the average ss is 0.52.
These flows are with less significance and have little influence on
the network if they are evicted. Once the significance score (ss)
of all flow entries have been calculated, the module proceeds
by sorting the rules according to their respective scores and
subsequently removing the ones with the lowest scores. This
process is aimed at ensuring that the flow table usage after the
mitigation is reduced to a level that is below the predetermined
threshold TH, thereby effectively managing the excess flow
entries and optimizing the switch’s performance and overall
performance of the SDN network.

Fig. 8. Distribution of ss of the flow rules.

VI. EVALUATION

A. Simulations Setup

The simulation environment specifications for our experi-
ments were an Intel Core i5-7500 CPU @ 3.40 GHz, 64-bit
operating system with 32 GB RAM. We installed Mininet [49]
version 2.3.0d6 and Ryu controller [50] version 4.34 on Ubuntu
version version 18.04.3 LTS. The switches in the topology are
all OpenvSwitch version 2.5.9, and we followed the OpenFlow
version 1.3 protocol.

We tested our system with the dumbbell topology, which is
shown in Fig. 9. The topology contains 2 switches, 4 hosts, and
5 links. The link bandwidth between switches is 1 Gbps, and the
link bandwidth between switches and hosts is 10 Gbps. And the
flow table space of S1 is set to 3500, which denotes S1 can install
no more than 3500 flow rules. The idle_timeout of all flow rules
is set to 10 s, which means a flow rule will be evicted if it matches
no packet after the given idle_timeout. To ensure interconnection
between hosts, IP addresses of switches and hosts are all under
the 10.0.0.0/12 network segment. Additionally, all the switches
are connected to an Ryu controller. h3 is an attacker and sends
malicious packets with spoofed IPs to h4 the server. h1 sends
legitimate packets to the network.

To evaluate the effectiveness of FTOP, four groups of sim-
ulations were conducted using various parameters, as shown
in Table I. The parameter T of every attack launched in each
group is a random value within the range in the cells, and t is
the average time from the initiation of attacks to the overflow
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Fig. 9. Network topology for evaluation.

TABLE I
PARAMETERS SETTING IN EACH SIMULATION GROUP

of the switch’s flow table in each set of simulations. The first
three groups of simulations are used to verify whether FTOP is
effective for LFTO attacks and the fourth group of simulations is
used to confirm whether the method is effective for FTO attacks
from FCs.

B. Dataset

Attack traffic: We use Python Scapy to generate the LFTO
attack on h3 and send the packets to h4 to overflow the flow
tables of S1.

Background traffic: Real-world network traffic trace IMC-
10 [51], [52] is used for evaluation. The benign traffic for our
experiments was obtained from the pt1 of univ2 trace from the
IMC dataset, while we filled the remaining load of the packets
with the anonymous trace. To replay the trace, we utilized
tcpreplay [53]. The legitimate packets were sent from h1 to h4.
For each trace, the playback time is 3600 s, and the speed is
1000 pps. To simulate FTO attacks from FCs, we replayed the
trace from h2 to h4, the packet replay rate of which is 2000pps.

Dataset: To build a dataset for detection, we polled S1’s flow
table every 1 s and collected the number of flow rules to build a
raw dataset. Then, to label the raw dataset, we defined the label
of positive samples as “1” and negative samples as “0”. The
detection dataset contains 17838 samples, where 8980 of them
are positive samples. To build a dataset for mitigation, we first
sampled the flow table of S1 every 10 s and collected each flow
rule in the flow table to build a raw dataset, where 10 s is the
idle timeout of the flow rules. Then, we labeled the data, where
“1” stands for positive sample data, and “0” stands for negative

TABLE II
RESULTS OF OFFLINE DETECTION

sample data. The mitigation dataset has 237143 samples in total,
where 162005 of them are positive.

C. Evaluation Metric

So as to appraise the efficiency of our designed system,
we adopt six metrics, which are Accuracy, Precision, Recall,
F-score, False Positive Rate (FPR), and Matthews correlation
coefficient (MCC). The formulas to calculate these six metrics
are given by

Acc =
TP + TN

TP + TN + FP + FN
. (10)

Precision =
TP

TP + FP
. (11)

Recall =
TP

TP + FN
. (12)

F -score =
Recall × Precision

Recall + Precision
× 2. (13)

FPR =
FP

TN + FP
. (14)

where TP, FP, TN, FN represent true positives, false positives,
true negatives, and false negatives, respectively.

It can be inferred from their equations that higher Accuracy,
Recall, Precision, and MCC values correspond to superior clas-
sification performance, while a lower FPR value denotes a lower
probability of error.

D. Performance of the Proposed System

Offline Detection Evaluation: We conducted offline detection
evaluation before we deployed FTOP to SDN switches. To show
the effectiveness of the detection method utilized in FTOP,
we compared it with five machine learning algorithms imple-
mented with scikit-learn, which are Adaptive Boosting (Ad-
aBoost), Gradient Boosting (GB), Extreme Gradient Boosting
(XGBoost), Support Vector Machine (SVM), K-Nearest Neigh-
bors (KNN), and. All the parameters of these machine learning
algorithms are default, and the results are shown in Table II. It
can be seen from the table that RF has the best classification
performance and performs well among the six metrics, and can
better identify whether the flow table is overflowed by malicious
flows.

Offline Malicious Flows Identification: We also conducted
offline malicious flows identification before we deployed FTOP
to switches. It evaluates that the selected flow rule features and
the RF classifier can effectively identify malicious flow rules. We

Authorized licensed use limited to: HUNAN UNIVERSITY. Downloaded on May 01,2024 at 12:49:29 UTC from IEEE Xplore.  Restrictions apply. 



2532 IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL. 11, NO. 3, MAY/JUNE 2024

TABLE III
OFFLINE MALICIOUS FLOW CLASSIFICATION

Fig. 10. The number of flow rules under four set of simulations.

compared the RF classifier with five machine learning methods
implemented using scikit-learn, all parameters are default val-
ues, the results are displayed in Table III. It is evident from the
table that the RF model outperforms other classification models
in offline mitigation evaluation.

Online Mitigation Effect: We evaluated the online mitigation
effect of FTOP from three perspectives: the quantity of all the
flow entries, controller events, and the proportion of malicious
rules.

1) numrules: We recorded the distribution of the quantity of all
flow entries in the four simulation groups, both with and without
FTOP deployed. The results are shown in Table I and Fig. 10.
Since the Detector module is activated only if the estimate
produced by the Predictor module exceeds the threshold TH,
the numrules of the flow table with and without FTOP deployed
shows no difference at the early stage of being overflowed.
When the predicted value exceeds TH, Detector is triggered,
and Mitigator evicts the identified malicious rules to achieve
mitigation for LFTO attacks. However, because of the delay of
eviction rules, the number of evicted rules is less than the newly
added malicious rules, leading to a certain increase of numrules.
Although the flow table may still overflow with FTOP deployed,
in the two circumstances of LFTO attacks and FTO attacks from
FCs, the average numrules is significantly lower than without

Fig. 11. Proportion of Pm in each simulation group.

FTOP, indicating that FTOP can effectively alleviate flow table
overflow caused by attacks and benign users.

2) Malicious flows proportion: The malicious flow entries
proportion Pm describes the ratio of malicious rules to the
overall flow entries. We compared the Pm with and without
FTOP deployed under four sets of simulation parameters and
the results are shown in Fig. 11. When LFTO attacks occurred,
Pm increases sharply. With FTOP deployed, the rate of evicting
rules is lower than that of adding new malicious rules, leading
to an increase of Pm, but it is still significantly lower than that
without FTOP, which provides strong evidence that FTOP can
effectively identify malicious rules, evict the identified rules to
reduce the impact of LFTO attacks. Under FCs, Pm is zero,
and Mitigator cannot identify malicious rules. The mitigation of
overflow is completed by the Preventer module.

3) The number of control messages: Control messages are a
good reflection of network status. We use two types of control
messages to represent flow table status, which are Packet_In
message and Table_Full message. Packet_In messages can well
represent the matching of the packets. If the packet does not
have a matching flow entry, the switch will generate a Packet_In
event and send it to the control plane. The number of Table_Full
messages can well reflect the extent of switch’s flow table
overflow. When the switch is adding flow rules according to
the Flow_Mod events from the controllers, if the flow table is
overflowed and cannot provide space for new entries, the switch
will send Table_Full messages to controllers, indicating that the
flow table has no space to install a single flow rule and forward
the corresponding packets. We compared the quantity of the two
types of control messages mentioned above with and without
FTOP deployed under four sets of simulation parameters and
the results are shown in Fig. 12. We can see that the quantity of
Packet_In messages does not increase significantly with FTOP
deployed in the two cases, indicating that the eviction of ma-
licious rules does not affect the matching of legitimate packets
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Fig. 12. The number of control messages under LFTO attacks and FCs.

and the number of Table_Full messages is significantly reduced,
it can be seen that FTOP can effectively alleviate the flow table
overflow while affecting packets matching as little as possible.

Impact of the threshold: Our system includes one key param-
eter: α, which adjusts the threshold TH to determines when the
system will starts detection and mitigation. We use counter to
record the the urgency of mitigation. If the counter is greater
than 2, it means that the Detector has determined that the switch
is attacked by LFTO twice in a row. Since Mitigator will expel

Fig. 13. The comparison of mitigate effect under LFTO attacks with different
thresholds.

all the attack flow entries which are stored chronically in the
switch’s flow table every time it’s determined that an attack has
been detected, two consecutive detection results of 1 indicate
that the attack has entered the outbreak stage, and the threshold
needs to be lowered for earlier detection.

To know how α influences the performance of FTOP, we set
three values for it, which are 0.7, 0.8 and 0.9, and we evaluate
the performance from two aspects, which are number of eviction
rules and the number of Table_Full message count.

Fig. 13 shows the mitigation effect of the three α values in
LFTO attack FCs scenarios. The dark blue bar symbolizes the
mean number of rule evictions in the LFTO attack scenario, and
the light blue bar symbolizes the mean number of rule evictions
in the FCs scenario, where the mean rule eviction refers to the
mean number of rules deleted by a single eviction operation.
It can be seen that the bigger the α, the bigger the average
quantity of evictions. This is because the greater the threshold,
the higher the Pm during mitigation, and the more rules need to
be evicted, but the overflow is also easier. As the alpha increases,
the number of Table_Full messages also increases, which means
that the number of overflows has increased. Therefore, we set
alpha to 0.7, which can enable detection and mitigation earlier
and effectively prevent flow table overflows.

System latency: The latency of FTOP includes four parts, the
processing time of Predictor, Detector, Mitigator, and Preven-
ter. We recorded the processing time of these four modules with
the attack parameters shown in Table I, and the processing time
of each module are illustrated in Fig. 14.

Fig. 14(a) displays the processing time of Predictor and
Detector. Fig. 14(b) shows the processing time of Mitigator
and Preventer. Predictor can mostly complete the predicting
on flow count of the next time stamp in 0.061 s, with a median
of 0.053 s. Detector can complete attack detection in 0.047 s,
with a median of 0.042 s. For flow eviction, Mitigator completes
mitigation with an average of 0.543 s, and Preventer processes
with an average time of 1.680 s. The reason why Mitigator and
Preventer takes longer to process is that the ovs command needs
to be operated once for each flow to be deleted, and after an attack
is detected, thousands of flows need to be deleted each time
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TABLE IV
RESULTS OF COMPARATIVE EVALUATION UNDER LFTO ATTACKS

Fig. 14. Processing time of each module of FTOP.

Fig. 15. The comparison of system overhead.

Mitigator is activated. Consequently, the latency of the entire
system is between 1 3 seconds, with an average of 2.297 s.

System consumption: We tested the overhead of FTOP, and
the results are presented in Fig. 15. With LFTO deployed, the
mean CPU usage increased by only approximately 18% within
one minute (the remaining CPU consumption in the figure is
attributed to network simulation scripts to fill the background
traffic and software), and the memory usage was as low as
129 MB. As a result, the system consumption of FTOP is
accepctable.

E. Performance Comparison

We compared FTOP with OpenFlow native overflow policies:
EVICT and REFUSE, and three relevant methods from the
literature.The methods selected for comparative experiments
include SIFT [16] (source code at [54]), TableGuard [41] and
SFTOGuard [13]. Table IV displays the experimental results
under LFTO attacks scenario and Table V displays the results
under FCs. The duration of each experiment is 600 s, with a

TABLE V
RESULTS OF COMPARATIVE EVALUATION UNDER FCS

table size of 3500. The total overflow count calculates how many
times the flow table has been overflowed during each simulation
process; the earliest overflow time is the shortest time that is
required for the first flow table overflow to occur.

It can be seen from Table IV that FTOP effectively mitigates
LFTO attacks, mainly reflected in significantly reducing the
quantity of malicious attack flow entries stored in the flow table.
Specifically, FTOP reduced the average Pm to 20.66%, outper-
forming other five methods. This also significantly alleviate the
average flow table usage to 50.56%. For control messages, the
number of Table_Full messages generated by using SFTOGuard
is less than that of FTOP, that is, using SFTOGuard can better
prevent overflow, but the proportion of attack flow is higher
when using SFTUGuard, indicating that SFTOGuard drives out a
major quantity of benign flow entries to prevent overflow, which
tremendously affects normal user behaviors.

Table V shows the comparative simulation results under FCs.
From the Table, we can see that FTOP can significantly mitigate
the overflow caused by benign users. FTOP significantly reduces
the flow table occupation to 67.18%. It also has excellent per-
formance in preventing overflow, and the total overflow time
is 18 s, which is lower than other methods. In addition, the
earliest overflow time of FTOP is 56 s and the number of
Table_Full messages is much smaller than other methods, which
means FTOP outperforms other methods in mitigating flow table
overflow caused by legitimate users.

VII. CONCLUSION

In this article, we propose FTOP to mitigate flow table
overflow in both LFTO attack and FCs scenarios. FTOP can
significantly protect SDN switches against FTO attacks from at-
tackers and FCs by continuously estimating flow rule count using
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Kalman Filtering, detecting LFTO attacks with random forest
model, mitigating LFTO attacks by removing malicious flows,
removing less important flows to prevent being overflowed by
FCs. Our simulation results indicate that FTOP successfully
mitigates flow table overflow by 65% compared to OpenFlow’s
native strategies and 35% compared to three existing schemes.

However, there are still questions that require further inves-
tigation. The first question is how to detect and mitigate flow
table overflow in large-scale SDN networks with high-levels of
traffic and complex network topologies. The second is the coor-
dination and communication problems that exist in distributed
mitigation. Switches on a link may have different prediction or
detection results. If there is no unified control logic, agreed flow
rules may be repeatedly deleted and installed. In the future, we
will implement LFTO attacks and FCs in large-scale network
to verify the effectiveness of FTOP and design a centralized
mitigation control module to process the flow table information
of each switch, and provide mitigation strategies for switches
that need mitigation.
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