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I. INTRODUCTION

The high-performance packet generator (pkt-
gen) is a fundamental component of network 
testing tools. Emerging techniques, such as 
software-defined networking/network function 
virtualization (SDN / NFV) and cloud com-
puting pose high demands on performance 
and flexibility of software testers. In large-
scale testbeds, especially when SDN/NFV is 
deployed, different logical testers may physi-
cally run on the same device. Despite limited 
resources and bandwidth, accumulated energy 
consumption may become the next restriction. 
Additionally, energy-efficiency is evolving 
to be a hot topic in this area, especially in the 
area of green computing.

In recent years, new software and hardware 
techniques have brought about a trustworthy 
packet generator with adequately high perfor-
mance using off-the-shelf hardware [1]. How-
ever, most of the focus has been on improving 
performance and accuracy [2], [3], [4], [5], 
[6], and few take power consumption into ac-
count. In the large scale of testbeds, however, 
power consumption becomes a constraint.

The testbeds of the future network can be 
used to validate innovative applications and 
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cessors. Li [14], [15] proposed a dynamic 
power management in order to improve multi-
core server performance and reduce energy 
consumption in clouds and data centers.

Overall, further improvement is required 
between high-performance and energy-effi-
ciency on the platform of network packet gen-
erators.

The DPDK official documents encourage 
using an affinity technique, because CPU af-
finity can improve performance. We find that, 
in using a CPU affinity, not only is perfor-
mance improved, but energy consumption can 
also be saved. It is analogous to the concept 
that a manual transmission is more fuel-effi-
cient than an automatic transmission in vehi-
cles. Therefore, we use a fine-grained CPU 
Affinity mode based on pktgen-DPDK in an 
effort to improve performance and optimize 
energy consumption.

The goals are to utilize the feature of 
DPDK and to propose a scheme of arranging 
CPU cores in order to improve performance 
and save energy consumption, in comparison 
to the arrangement of the operating system 
scheme. The benefits of using affinity are the 
improvement of throughput, reduction of la-
tency, and decreased energy consumption.

CPU affinity will lead, however, to a more 
complicated management overhead. In order to 
solve the problem, we aim to exactly arrange 
CPU cores to every port by hand instead of 
using the system arrangement. Therefore, our 
algorithm is a manual management scheme to 
CPU cores.

The experimental results show that the 
optimization between energy-efficiency and 
high-performance is achievable. The key con-
tributions of our work are summarized as fol-
lows:

• Characterized the CPU Affinity of a multi-
core NUMA server in the hardware.

• Deployed some representative packet gen-
erators in order to demonstrate and compare 
their performance and power consumption.

• Proposed an AFFCON solution, which 
includes the four components of CPU Affin-
ity, NUMA Affinity, DVFS Affinity and Rate 

protocols, as some high intensity tests re-
quire a greater power supply. Meanwhile, the 
increase of cooling power will consume the 
limited total system power supply, leading to a 
restriction in improving the performance test.

Therefore, the trade-off between high-per-
formance and energy-efficiency is worth dis-
cussion. A small reduction in power usage in 
critical devices such as a CPU will save global 
energy resources, including energy related to 
cooling systems.

The evolution of a multi-core CPU has had 
a profound effect on packet generators re-
garding both hardware and software. First, the 
original network card is driven by interrup-
tions, and then develops into a combination of 
interruptions and polling. The multi-core CPU 
now makes pure efficient polling more fea-
sible. Second, the memory access controller 
is moving closer to the architecture of a CPU 
in a multi-core non-uniform memory access 
(NUMA) server. Third, new software packet 
generators—such as the pktgen-DPDK—take 
full advantage of the multi-core and a huge 
page memory with the evolution of associated 
hardware.

There has been a considerable amount of 
related work conducted on packet generators. 
Wu [2] proposed a high-performance network 
measurement platform utilizing multi-core 
processors based on DPDK. Refs. [3], [7] 
presented a novel method for the precise con-
trol of inter-packet gaps in software based on 
DPDK. This method was even better than the 
hardware generators on rate control. Xu [8] 
proposed a flexibility and cheapness packet of 
an I/O engine, which was based on the librar-
ies of DPDK while also possessing a high-per-
formance for compute-intensive applications. 
In [4], some typical packet generators were 
compared as a means to measure the per-
formance of high speed networks. Refs. [4], 
[9], [13] expressed that the trade-off between 
throughput and latency were of concern. Ref. 
[10] offered a flexible and fine-grained packet 
traffic statistics on the Open vSwitch (OVS) 
architecture. Refs. [5], [11], [12] discussed the 
high-speed packet forwarding on multi-pro-
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CPU Affinity on NUMA 
architecture ser ver 
and packet generator. 
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network drivers for fast packet processing. 
There are four advantages that make the 
DPDK powerful. Those of which include huge 
memory, ring buffer, multi-core framework 
and poll-mode drivers.

The huge page memory can decrease cache 
miss, and prevent swapped memory. The ring 
buffer is a producer-consumer model, and can 
speed up the efficiency of memory access in the 
high-speed network. The multi-core framework 
is also feasible for CPU Affinity. The poll-mode 
is beneficial for high-performance, and can also 
pin tasks to the CPU cores. In summary, the 
features of the DPDK creates a higher perfor-
mance compared with other platforms.

III. CPU AFFINITY POWER 
OPTIMIZATION

3.1 Server platform architecture

3.1.1 Traditional architecture

Symmetric Multi-processing (SMP) is a tradi-
tional server platform architecture, the multi-
ple processors are all scheduled with equal ac-
cess to the memory bank. Sometimes, a SMP 
is referred to as Uniform Memory Architecture 
(UMA).

SMP architecture works satisfactorily for 
a single physical CPU. However, with the 
development of the CPU cores, modern CPUs 
operate considerably faster than the memory. 
Subsequently, the Northbridge encounters ob-
vious performance problems and bottlenecks 
in its response time, as all memory traffic is 
routed through this bridge.

3.1.2 NUMA architecture

In order to improve the performance bottle-
neck of the SMP/UMA architecture, Non Uni-
form Memory Access (NUMA) architectures 
is proposed. NUMA is logically derived from 
UMA architecture. Under the NUMA architec-
ture, the memory access strategy is distributed. 
Each processor has a ‘local’ bank of memory, 
with each processor accessing its own local 
memory much faster.

Affinity. AFFCON can reduce the CPU power 
consumption, while keeping the line rate and 
decreasing latency and jitter.

The remainder of this paper is organized as 
follows: Section II describes software packet 
generators; Section III, analyzes CPU Affini-
ty and proposes an energy-efficient solution; 
Section IV presents experimental results; and 
Section V summarizes the conclusions of the 
work.

II.  PACKET GENERATOR

2.1 Software packet generator

Software packet generators can be divided into 
different categories with various features. We 
provide a presentation of the possible classifi-
cations along the time sequence.

First, the packet generators are based on a 
system socket within the OS user layer, such 
as Netperf and Iperf. To perform a Netperf or 
Iperf test, the user must establish a connection 
between the server and client, only then can 
the program sends packets over the OS sock-
ets interface.

Second, directly generating packets within 
the OS kernel layer through the system net-
work drivers. A representative is the Linux 
packet generator, it is as short as the Pkt-
gen-Linux [16].

Third is to send the packets in the OS user 
layer with their own network drivers. For in-
stance, Netmap [17], [18] is a framework for 
the fast packet I/O.

Fourth, the packet generators use their own 
network card drivers with huge page memo-
ry. For example, pktgen-DPDK can act as a 
transmitter or receiver at line rate within the 
minimum number of CPU cycles. MoonGen 
[3], [7] can saturate a line rate connection and 
it is also built on the DPDK.

All in all, the new generation of DP-
DK-based packet generators possess powerful 
functions as well as a higher performance.

2.2 DPDK

The DPDK consists of a set of libraries and 
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shift device that is operated by a vehicle Elec-
tronic Control Unit (ECU). A manual trans-
mission (MT) has a feature whereby a gear is 
manually selected. Under some complicated 
road conditions, an AT shifts a gear, which 
is conducted by the ECU. However, the gear 
changes may be unnecessary. Just like an OS, 
an ECU may not cover all situations. A MT 
can avoid such an undesired gear ratio shift, 
because gear changes are not automatic. The 
gear pinning mode is similar with the CPU 
pinning (CPU Affinity) mode. In regards to 
our CPU and under some circumstances, the 
server with the NUMA architecture may re-
quire a CPU affinity operation instead of the 
OS auto scheduling. Considering the fuel-ef-
ficiency found in manual modes, we wonder 
whether the analogous power-efficient func-
tion may be useful in selectable CPU affinity 
modes.

3.3 Power optimization algorithm 
based on cpu affinity

In multi-core NUMA server architecture, 
logical core indexes are not arranged in order 
within the physical CPU. Instead, indexes are 
arranged alternately, as shown in Table I. Note 
that table I is generated by professional DPDK 
tools “cpu_layout.py,” and the indexes of 
cores suddenly jump from 5 to 8 because the 
system set the jump indexes separately from 
the two physical CPUs.

Taking our NUMA architecture server 
with two E5-2650 v4 CPUs as an example, a 
physical E5-2650 v4 CPU has twelve physi-
cal cores. The OS maps two logical cores for 
every physical core using Hyper-Threading, 
with the total number of logical cores is 48. 
The logical cores 0 and 1 are distributed to 
the two NUMA nodes or two physical CPU’s, 
with this interwoven arrangement considerate 
of the CPU load balance. However, on a dedi-
cated packet generators platform, the trade-off 
between high-performance and energy-effi-
ciency is a primary concern, so we can use a 
CPU Affinity and NUMA Affinity to optimize 
performance and improve efficiencies.

In a NUMA system, DPDK developers ad-

3.2 CPU affinity

CPU Affinity, or CPU pinning is the ability to 
bind the program processes to the specified 
CPU cores, in multi-core or multi-processor 
systems. As affinity can be explicitly assigned 
to utilize a certain set of CPU cores, it can 
take advantage of its capabilities that the re-
duced cache misses. Affinity can be used to 
ensure that a process is always using assigned 
cores, while at the same time utilizing the best 
performance of the CPU cores.

There are already some benefits of the CPU 
affinity.

Firstly, it optimizes the CPU cache perfor-
mance. If a thread changes to another proces-
sor, the cache data may get out of sync, and 
the result would be a costly cache switch. A 
CPU affinity protects against this potential 
problem, and improves the performance of the 
cache throughput. Secondly, the CPU affinity 
is useful for real-time or time-sensitive appli-
cations. As such, the CPU affinity improves 
latency.

Generally, an OS server has automatic 
scheduling algorithms that retrieve and set the 
CPU affinity of a processor. Some circum-
stances will cause a thread to change to anoth-
er processor if the thread is in the process of a 
relatively heavy-load. Nonetheless, the switch 
between processors may introduce a cache 
miss problem, leading to a temporary reduc-
tion in performance. It is irrelevant for most 
tasks, except for tasks such as processor-inten-
sive tasks.

To provide a similar example, an automatic 
transmission (AT) adds an automatic gears 

Fig. 1.  Gear pinning and CPU pinning.
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l	�DVFS affinity. We set the regulating gov-
ernor mode to ‘Performance’ in the affinity 
cores, and ‘Powersave’ in the non-affinity 
cores.

l	�CPU affinity. We set a binary mask to con-
trol the CPU Affinity in Pktgen-DPDK. 
Through the manual operation of the CPU 
Affinity, unnecessary context switches 
which operated by the OS automatically 
can be avoided.

l	�Rate affinity. This is a dynamic adjustment 
process, combining the throughput of the 
port and the DVFS affinity of the related 
CPU core, performance and energy con-
sumption can reach a balance.
Our AFFCON solution guarantees the per-

formance of working cores and reduces the 
power of idle cores through the four affinity 
methods from hardware setting and algorithm 
adjusting.

vocate accessing local memory since remote 
memory access is slower. CPU Affinity can 
pin the CPU cores to the local memory.

A CPU Affinity uses a binary mask to set. 
A binary mask is a series of n bits, where 
each bit individually stands for a logical CPU 
core. The number 1 denotes an allowed binary 
mask, with 0 indicating it is a binary mask 
that is not allowed. Whenever the OS attempts 
to migrate a processor from one logical CPU 
core to another, it first checks to see if the des-
tination core’s bit is set in an allowed binary 
mask. For example, the CPU cores mask ‘0x1f’ 
maps to logical cores [0,1,2,3,4], ‘0x155’ maps 
to [0,2,4,6,8], and ‘0x2aa’ maps to [1,3,5,7,9].

Dynamic Voltage and Frequency Scaling 
(DVFS) is a basic power management tech-
nique used in computer architecture. Many 
modern devices such as CPU and GPU allow 
frequency regulation to be controlled through 
software. CPUfreq is a linux tool that makes 
decisions to increase or decrease CPU run-
ning frequencies, in order to enhance perfor-
mance or save energy. There are five governor 
modes provided by CPUfreq: ‘Performance’, 
‘Powersave’, ‘Ondemand’, ‘Userspace’, and 
‘Conservative’. The default governor mode is 
‘Performance’, which means it always runs at 
maximum frequency. ‘Powersave’ represents 
running at a constant minimum frequency. 
and ‘Userspace’ is a policy of a user-defined 
frequency. ‘Ondemand’ refers to quickly scal-
ing up the CPU frequency once there is a high 
load, while ‘Conservative’ increases the fre-
quency at a slow pace.

The governor mode of DVFS can be set 
to every logical core, thus, we can use this 
as an additional DVFS Affinity, to regulate 
the trade-off between high-performance and 
energy-efficiency. We propose an AFFCON 
solution, which includes four components of 
CPU Affinity, NUMA Affinity, DVFS Affinity 
and Rate Affinity, as shown in figure2. The 
algorithm is shown in Alg.1.
l	�NUMA affinity. We checked the slot of a 

network interface card, and then judged 
which NUMA node (CPU 0 or CPU 1) was 
affinity.

Table I.  The layout of two E5-2650 v4 CPU cores.
Socket 0 (CPU 0) Socket 1 (CPU 1)

Core 0 [0, 24] [1, 25]

Core 1 [2, 26] [3, 27]

Core 2 [4, 28] [5, 29]

Core 3 [6, 30] [7, 31]

Core 4 [8, 32] [9, 33]

Core 5 [10, 34] [11, 35]

-- -- --

Core 8 [12, 36] [13, 37]

Core 9 [14, 38] [15, 39]

Core 10 [16, 40] [17, 41]

Core 11 [18, 42] [19, 43]

Core 12 [20, 44] [21, 45]

Core 13 [22, 46] [23, 47]

Fig. 2.  The AFFCON framework.
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Note that the total number of logical cores 
is double of physical cores by Hyper Thread-
ing, according to Equation (1),
Logical cores = sockets ∗ CPU cores ∗ 2.� (1)

We adopted a direct connection by using 
four optical fibers, each port has an ability of 
10 giga bits per second (Gbps) throughput. As 
such, the total throughput is 40Gbps.

First of all, we conducted a series of exper-
iments on a single port. The packet generator 
platform is server A. The throughput compar-
ison of various packet generators is shown at 
figure3(a).

When the size of packet is 64 bytes, the 
throughput cannot reach 10Gbps. This is be-
cause the number of generating packets has an 
upper limit of 14.88 million packets per second 
(Mpps) due to frame gap and the minimum 
packet structure. According to Equation (2),

   Throughput = pps ∗ (8 ∗ pkt_size).� (2)
the theory throughput of 64 bytes packet 

is 7.6Gbps. When the size of the packet is 
1024 bytes, the packet generators of Netmap, 
Pktgen-DPDK and MoonGen are close to 
the theoretical line rate. Furthermore, in the 
three high-performance packet generators, 
Pktgen-DPDK has the lowest power consump-
tion, as shown in figure3(b).

Next, we conducted CPU Affinity tests with 
Pktgen-DPDK, with the results of tests shown 
in figure4. On the horizontal axis, [0,1,2,3,4] 
stands for using logical cores sequentially. Our 
network card is in the NUMA node of CPU 0, 
so [1,3,5,7,9] is CPU Affinity but without the 
NUMA Affinity. It is obvious that [0,2,4,6,8], 
which represents the CPU Affinity and the 
NUMA Affinity, has a lower power consump-
tion and a higher comprehensive performance 
in throughput, latency and jitter.

Then, we used the AFFCON solution in-
cluding DVFS Affinity, and added more CPU 
cores. When we started the Pktgen-DPDK and 
used logical cores 0-8, there were tips that 
‘detected 48 logical cores’, but ‘nothing to do 
on logical cores 9-47’. This situation is a good 
opportunity to adopt the DVFS Affinity, as 
we set the working cores 0-8 in the governor 
mode of ‘Performance’, and the idling cores 

IV. EXPERIMENTS AND EVALUATION

The specifications of our experimental plat-
form is shown in Table II.

Algorithm 1.  AFFCON.

Require:	 NUMA structure, Packet generator command
Ensure:		 Performance and power value
1:	� if Network card slot is in NUMA 0 then
2:		�  prepare working cores on NUMA 0
3:	� else
4:		�  prepare working cores on NUMA 1
5:	� end if
6:	� //set core isolation to the prepared CPU cores
7:	� //map working cores to ports
8:	� for each core in CPU.cores do
9:		�  set DVFS Affinity
10:		�  if core is in prepared cores then
11:			�   set to performance mode
12:		�  else
13:			�   set to powersave mode
14:		�  end if
15:	� end for
16:	� for each port in Netwrok.ports do
17:		�  set Rate Affinity
18:		�  if rate is high then
19:			�   set the cores mapped to the port in working status
20:		�  else
21:			�   set the cores mapped to the port in idle status
22:		�  end if
23:	� end for
�

Table II.  The specifications of our experimental platform.
Specification Server A Server B

Model Dell PowerEdge T630 Dell PowerEdge T620

CPU
2 * Intel Xeon E5- 
2650v4@2.20GHz

2 * Intel Xeon E5- 
2603@1.80GHz

Thermal Design Power 2 * E5-2650 v4 @ 105W 2 * E5-2603 @ 80W

Socket number 2 2

Physical cores per socket 12 6

Logical cores 48 24

Memory
32 Gb DDR4 @ 

2400MHz
64 Gb DDR3 @ 1333MHz

NIC
Intel X710-DA4 
4*10GbE (SPF+)

Intel X710-DA4 4*10GbE 
(SPF+)

Operating system Ubuntu 16.04 server Ubuntu 16.04 server

Architecture x86 64 x86 64

DPDK version 16.04 16.04
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power-effi cient.
If we utilize a traditional default solution, 

then all the CPU cores are in performance 
mode and cores [0-8] are set in affi nity. Mean-
while, the CPU working power is 112 W and 
the throughput is the line rate. When using the 
AFFCON solution, the CPU working power 
decreased to 99 W and the throughput is still 
the line rate. At the same time, the latency 
drops from 61 to 34 micro-seconds (usec).

V. CONCLUSION

We have investigated the effect of CPU Affi n-
ity on NUMA architecture server and packet 
generator, regarding the improvement of per-

9-47 in ‘Powersave’ mode. The throughput 
and power tests are shown in figure5(a) and 
fi gure5(b).

Afterwards, we set server B as a packet 
generator with rate controlling, server A as a 
forwarding platform. In a real network, the 
speed rate of packet traffic is dynamic, such 
as busy time and leisure time. However, the 
DPDK PMD mode will keep cores in a high 
speed working status. Hence, we adopt a 
fine-grained controlling mechanism in every 
port on the forwarding platform, as shown in 
fi gure6. According to the traffi c rate of every 
port, we set the cores which mapped to the 
port, in a dynamic working status. The results 
are shown in figure7, our algorithm is more 

Fig. 3.  Comparison tests.
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network testbeds, network slice will share CPU 
cores to different test applications. Our CPU 
affi nity-oriented fi ne-grained controlling scheme 
has an ability to adjust the cores’ working status 
dynamically, which is benefi cial for performance 
improvement and energy preservation.
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includes the four components of CPU Affi nity, 
NUMA Affi nity, DVFS Affi nity and Rate Af-
fi nity. The AFFCON turns on the manual op-
eration of the CPU, with the characteristics of 
the multi-core NUMA server architecture. We 
select logical cores pinned in the same NUMA 
node with a hard affi nity mode.

The experimental results show that the AF-
FCON can provide savings in CPU energy 
resources by up to 11% and reduce latency up 
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Fig. 5.  Test with AFFCON.
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