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Abstract—Automotive cyber-physical systems are
energy-aware and safety-critical systems where energy
consumption should be controlled from a perspective of
design constraints and reliability should be enhanced
toward functional safety goal assurance. In this paper,
we solve the problem of reliability enhancement of an
automotive function (i.e., functionality or application)
under energy and response-time constraints based on
the dynamic voltage and frequency scaling technique.
The problem is solved by a two-stage solution, namely,
response-time reduction under energy constraint and
reliability enhancement under energy and response-time
constraints. The first stage is solved by proposing average
energy preallocation, and the second stage is solved
by proposing a reliability-enhancement technique based
on the first stage. Examples and experiments show that
the proposed solution can not only assure energy and
response-time constraints, but also enhances reliability as
much as 16.66% compared with its counterpart.
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(ACPS), energy aware, functional safety, response-time
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I. INTRODUCTION

A. Background

AUTOMOBILES are important ground-mobility vehicles
in intelligent transportation systems and they are having

a paradigm shift toward more efficient and green transportation
[1], [2]. Several automotive functions (i.e., functionalities or ap-
plications), such as brake-by-wire, lane departure warning, and
collision avoidance, depend on the interaction, feedback, and co-
ordination of multiple electronic control units (ECUs) through
networks by collecting and transferring physical world data from
360◦ sensors to actuators [3], [4]. For example, the brake-by-
wire function is released by receiving collected data from a
sensor, executing the data in multiple ECUs, transmitting them
in two controller area network (CAN) buses, and completing the
process by sending the performing action to two actuators [5].
Considering that this process is directed and acyclic, a directed
acyclic graph (DAG) has been used to represent a distributed au-
tomotive function, which consists of multiple tasks with prece-
dence constraints [4], [6]. Automotive systems have been stud-
ied as automotive cyber-physical systems (ACPS) because of
the joint and tight interactions between automotive functions
and the physical world [4]. CPS are engineered systems that are
built from, and depend upon, the seamless integration of com-
putational algorithms and physical components [7]. The auto-
motive industry is power-sensitive and environment-friendly for
green environmental protection [8]. Due to the particularity of
the application environments, ACPS are energy-aware systems
(i.e., lifetime-aware systems), which are usually fuel-powered
or battery-powered, such that the energy supply is limited and
energy consumption should be controlled from a perspective of
design constraint [9], [10].

In addition to energy consumption control, ACPS are safety-
critical systems, in which any small failures may result in serious
risks, such as unexpected acceleration, deceleration and steer-
ing of the vehicle, abnormally opening airbag, sudden opening
of the door when the vehicle is traveling at a high speed, and
exception of the break-by-brake. These risks will affect driving
safety, resulting in various casualty accidents such as death, in-
jury, and damage. To cope with the increasing safety risks of
automobiles, the road vehicles functional safety standard ISO
26262 was officially released in 2011 to address the automotive
functional safety problem [11]. Functional safety refers to the
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absence of unreasonable risks due to hazards caused by malfunc-
tioning behavior resulting from systematic failures and random
hardware failures [6], [11]. Missing response-time constraint
(i.e., real-time constraint, timing requirement, and deadline) is
considered a typical systematic failure, and the function must
be correctly finished in its hard deadline. Abnormal execution
is considered a typical random hardware failure, and it is re-
lated to reliability, which is understood as the probability of
the function surviving for a given period of time [6]. However,
increased failure rates of chips affect the reliability due to the
increase of high-density chip integration, high temperature, and
other electromagnetic interferences and radiations [12], [13].

B. Motivation

Response-time constraint and reliability goal must be simul-
taneously satisfied to assure automotive functional safety goal.
However, they may not be satisfied simultaneously in prac-
tice because increasing reliability intuitively increases the re-
sponse time of a DAG-based distributed function [6], [14]–[16].
Response-time minimization and reliability maximization are
conflicting, such that assuring functional safety goal is a bicrite-
ria optima problem [6], [14], [15], [17]. For this reason, we aim
to propose a method to find the solution with the maximum reli-
ability under energy and response-time constraints. By solving
this problem, we can implement a reliability-enhancement (i.e.,
making the reliability value higher) technique to assure high-
reliability goal of a function, thereby assuring high functional
safety goal.

Dynamic voltage and frequency scaling (DVFS) is a pop-
ular energy-optimization technique in embedded systems by
dynamically scaling down the voltage or frequency of a proces-
sor (ECU) [15], [18]–[20]. However, DVFS could lead to two
negative impacts: 1) increase in the execution time of tasks, con-
sequently increasing the response time of the function, thereby
missing the response-time constraint of the function; and 2) rise
in transient failures of the ECU, consequently weakening the re-
liability of the function [18]. In other words, reliability, response
time, and energy consumption will affect each other. For this
reason, Zhao et al. [18] studied the same problem as this paper of
reliability enhancement of a distributed function under energy
and response-time constraints in DFVS-enabled systems; how-
ever, the objective platform was a uniprocessor system. ACPS
are heterogeneous distributed embedded systems, where several
heterogeneous ECUs with different performance are distributed
in communication buses, and communication among ECUs is
performed through message passing over buses [4], [6]. That
is, we need to restudy this problem to adopt the heterogeneity
and distribution of ACPS. Considering that the heterogeneity of
ECUs can lead to uncertain task allocation, and the interaction
among tasks depends on the communication in the bus, solving
the topic problem in ACPS is much more complicated than in a
uniprocessor system.

C. Overview and Contributions

We propose a two-stage solution because the problem to be
solved is complicated. The first stage solves the basic problem

Fig. 1. Flow chart of the proposed two-stage solution.

of response-time reduction under energy constraint (RREC).
On the basis of the first stage, the second stage solves the topic
problem of reliability enhancement under energy and response-
time constraints (REREC). A flow chart of the proposed two-
stage solution is shown in Fig. 1.

The contributions of this paper are summarized as follows.
1) The first stage is solved by transferring the energy con-

straint of the function to each task by using average en-
ergy preallocation. Then, each task is allocated to the
ECU with the minimum earliest finish time (EFT) under
its energy constraint. Compared with the latest similar
algorithm in [21] that uses a pessimistic energy preallo-
cation, the proposed RREC algorithm (Algorithm 1) uses
average energy preallocation to reduce pessimism and
thereby greatly reducing the response time of function
under its energy constraint.

2) The second stage is solved by transferring the response-
time and energy constraints of the function to each task.
Then, each task is reallocated to the ECU with the maxi-
mum reliability under its response-time and energy con-
straints to implement the reliability-enhancement tech-
nique. Compared with the latest algorithm in [6] that
merely ensures the response-time constraint, the pro-
posed REREC algorithm (Algorithm 2) can ensure the
energy and response-time constraints of function and fur-
ther enhance its reliability compared with RREC.

3) Examples and experiments show that the proposed solu-
tion can effectively enhance reliability compared with its
counterparts and confirm the feasibility toward functional
safety goal assurance in energy-aware ACPS.

II. RELATED WORK

Considering that the problem to be solved in this paper in-
volves a two-stage solution, namely, reducing response time
under energy constraint and reliability enhancement under en-
ergy and response-time constraints, we review recent related
research according to two stages.
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1) Reducing response time under energy constraint: The al-
gorithms proposed in [15] and [22] address the problem of
reducing energy consumption under response-time constraint,
which is the opposite of the first stage in this paper. For exam-
ple, the “upward” energy-efficient scheduling (EES) algorithm
proposed in [22] and used in [23] reduces energy consumption
by reclaiming the slack time of each task in the same processor,
and “upward” refers to optimizing energy from exit to entry
tasks. Considering the limited energy saving when using EES,
Xie et al. [15] presented a new method called “downward” and
“upward” energy consumption minimization (DUECM), where
“downward” means optimizing energy from entry to exit tasks.
The minimizing schedule length with energy consumption con-
straint (MSLECC) algorithm proposed in [21] is identical to the
first stage in this paper. MSLECC transfers the energy constraint
of the function to each task by using minimum energy preal-
location. Then, each task is allocated to the processor with the
minimum earliest finish time (EFT) under its energy constraint.
However, minimum energy preallocation is too pessimistic to-
ward a limited reduction in response time (refer to Section IV-C
for details about MSLECC).

2) Enhancing reliability under energy constraint: As stated
in ISO 26262, random hardware failures occur unpredictably
during the life cycle of a hardware element, but they follow
a probability distribution. Traditionally, transient failures were
modeled through Poisson distribution with average arrival rate λ

[17], [24], [25]. Considering the effects of voltage and frequency
scaling on transient failures [26], the average rate depends on
system processing frequency and supply voltage. Zhu et al. [26]
built a relationship model between energy and reliability. Based
on this relationship model, Zhang et al. [27] solved the prob-
lem of maximizing reliability of a distributed function under
its energy consumption constraint in heterogeneous systems us-
ing the reliability maximum energy conservative method. Xiao
et al. [28] improved the proposed method in [27] by using the
minimum energy preallocation.

3) Enhancing reliability under energy and response-time con-
straints: Besides enhancing reliability under energy constraint,
enhancing reliability under response-time constraint is also stud-
ied. Xie et al. [6] proposed a fast functional safety verification
(FFSV) method called maximizing reliability under response-
time requirement (MRRR) to verify whether the functional
safety goal of a distributed automotive function can be assured.
However, [6] does not take the energy constraint into consider-
ation, such that it is not suitable for energy-aware ACPS. Zhao
et al. [18] solved the problem of reliability enhancement of a
distributed function under energy and response-time constraints
in a uniprocessor. However, the system platform in our study is
ACPS, which are heterogeneous distributed embedded systems.

Through the above review, we have the following summary. 1)
For heterogeneous systems, the problems of reducing response
time under energy constraint, enhancing reliability under en-
ergy constraint, and enhancing reliability under response-time
constraint for a distributed function have been studied. 2) The
problem of enhancing reliability under energy and response-
time constraint has been studied in [18], but only for uniproces-
sor. In the following, we will solve the problem of enhancing

Fig. 2. ACPS architecture [4].

Fig. 3. Brake-by-wire function [5].

reliability under energy and response-time constraint for a dis-
tributed function in ACPS. We would like to provide a new de-
sign reference for system designers and developers in this area.

III. MODELS

A. ACPS Architecture

A new generation ACPS architecture is shown in Fig. 2, which
is an integrated architecture, where four CAN buses are inte-
grated by the central gateway [4]. In this architecture, several
ECUs connect to several sensors, and other ECUs connect to
several actuators because physical processes are composed of
many parallel processes [4]. Partial ECUs can release the func-
tion by receiving collected data from sensors, and other partial
ECUs can complete the function by sending the performing
action to the actuators [4]. Fig. 3 shows the end-to-end execu-
tion process of the brake-by-wire function, which involves one
sensor, two CAN buses, multiple ECUs, and two auctors [5].

As pointed out in Section I-A, the brake-by-wire function in
Fig. 3 is represented by a DAG. Fig. 2 illustrates the simple
execution process of an automotive function: ECU1 receives the
data from the sensor to trigger the first task (i.e., the entry task
of the function), which is represented as n1 in DAG. After n1

is executed completely in ECU1, a message m1,2 is sent from
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Fig. 4. Motivational distributed function [6].

n1 to its successor task n2, which will be executed in ECU6.
m1,2 is transmitted in two CAN buses CAN1 and CAN3. After
triggering a series of tasks with precedence constraints, the final
task (i.e., the exit task) is allocated to an ECU, and completes
the process by sending the performing action to actuators.

B. Function Model

On the basis of the architecture and execution process anal-
ysis, we let U = {u1, u2, . . . , u|U |} represent a set of heteroge-
neous ECUs in the platform, where |U | represents the size of set
U . For any set X , this paper uses |X| to denote its size. Mean-
while, a motivating example of distributed automotive function
is shown in Fig. 4, and the DAG parameters G = (N , W , M ,
C) are explained as follows:

1) N represents a set of nodes in G, and each node ni ∈ N
represents a task. Fig. 4 shows a motivational function
with 10 tasks. pred(ni) represents the set of the immedi-
ate predecessor tasks of ni ; considering the example in
Fig. 4, we have pred(n8) = {n2, n4, n6}. succ(ni) rep-
resents the set of the immediate successor tasks of ni ;
for example, we have succ(n8) = {n10}. The task that
has no predecessor tasks is denoted as nentry (i.e., n1 in
the example), and the task that has no successor tasks
is denoted as nexit (i.e., n10 in the example). If there are
multiple entry or exit tasks in the function, then we add
an extra entry or exit task with the edge value of 0 into it.

2) W is an |N | × |U | matrix, where wi,k denotes the worst
case execution time (WCET) of ni running in uk with
the maximum frequency. Each task ni ∈ N has different
WCET values in different ECUs due to the heterogene-
ity of ECUs [6]. The WCET of a task is the maximum
execution time among all possible real execution time
values when the task is executed in a specific ECU. If
task ni can not be allocated in uk because some ECUs
can only execute partial tasks, it is assumed that wi,k

is infinity (i.e., wi,k = +∞), such that ni will not be
allocated to uk . Through such treatment, we can solve the
problem that certain tasks can only be allocated to partic-

TABLE I
WCETS OF TASKS IN DIFFERENT ECUS OF THE MOTIVATIONAL

DISTRIBUTED FUNCTION [6].

ular ECUs. In this paper, we assume that all WCETs of
the tasks are known and determined through the WCET
analysis [29]. Table I lists the WCETs of each task in
3 ECUs {u1, u2, u3}. The weight 16 of n1 and u2 in
Table I represents the WCET of n1 in u2, and is denoted
by w1,2 = 16.

3) Communication between tasks mapped to different ECUs
is performed through message passing over the bus [6].
M is a set of communication edges, and each edge
mi,j ∈M represents communication message from ni

to nj . Accordingly, ci,j ∈ C represents the worst case
response time (WCRT) of mi,j . The WCRT of a message
is the maximum response time among all possible real
response-time values when the message is transmitted in
a specific bus. The WCRTs in this paper are theoretical
upper bounds. The reason is that finding the exact WCRT
is a combinatorial explosion problem. Therefore, the gen-
eral WCRT analysis is to estimate a tight WCRT upper
bound, which is larger than or equal to the exact WCRT,
within a pseudo-polynomial computational time [30]. We
omit the WCRT calculation of the message, but directly
assume that it is known in this paper for simplicity. Note
that if ni and nj are allocated to the same ECU, then ci,j

is set to 0 because of the shared memory mechanism in
the same ECU. For example, the weight 18 of the edge
between n1 and n2 in Fig. 4 represents the WCRT of m1,2

is denoted by c1,2 = 18 if n1 and n2 are not allocated to
the same ECU.

4) Scheduling can be either preemptive or nonpreemptive
according to the AUTOSAR standard [4], [6]. This study
uses the non-preemptive scheduling to maintain consis-
tency with the message scheduling in the CAN buses.

IV. RESPONSE-TIME REDUCTION UNDER

ENERGY CONSTRAINT

This section refers to the first stage and solves the problem of
response-time reduction under energy constraint.

A. Power and Energy

We can change (scale) down the frequency to change down
the voltage (or change up the voltage to change up the frequency)
in CMOS circuits because there is a nearly linear relationship
between frequency and voltage [15]. The lower the frequency
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is, the lower the voltage becomes. There is a nearly linear re-
lationship between voltage and power. The lower the voltage
is, the lower the power becomes. Hence, we can change the
frequency to change the power, thereby changing the energy
consumption. In this work, we adopt the system-level power
model proposed in [26] and then used in [15], [18], and [21],
where power consumption with frequency f is given by

P (f) = Ps + h(Pind + Pd) = Ps + h (Pind + Ceff
m ) . (1)

Ps is the static power, and the dynamic power is composed of
two parts: Pind and Pd . Pind is the frequency-independent dy-
namic power that is a constant. Pd is the frequency-dependent
dynamic power that varies according to the frequency. h repre-
sents the system state, where h = 1 means the system is active
and h = 0 means the system is turned OFF. Cef is effective
switching capacitance, and m is the dynamic power exponent
and is no smaller than 2. The static power is unmanageable and
is not the main factor. We disregarded it in this paper and mainly
considered the dynamic part. When the processing frequency is
slowed down, the execution time of tasks increases, such that
low frequency may not result in low energy consumption. Thus,
a minimum energy efficient frequency fee exists [15], [18], [21],
[26], and it is denoted by

fee = m

√
Pind

(m− 1)Cef
. (2)

Assuming that the frequency of an ECU varies from minimum
available frequency fmin to maximum frequency fmax, the lowest
energy-efficient frequency to execute a task is

flow = max(fmin, fee). (3)

Therefore, any actual effective frequency fh should belong to
the scope of flow � fh � fmax.

Considering that the number of ECUs is |U | in ACPS and
these ECUs are completely heterogeneous, each ECU should
have individual power parameters [15], [21], and we define them
as follows. The frequency-independent dynamic power set is

{P1,ind, P2,ind, . . . , P|U |,ind}.

The frequency-dependent dynamic power set is

{P1,d , P2,d , . . . , P|U |,d}.

The effective switching capacitance set is

{C1,ef, C2,ef, . . . , C|U |,ef}.

The dynamic power exponent set is

{m1,m2, . . . ,m|U |}.

The lowest energy-efficient frequency set is

{f1,low, f2,low, . . . , f|U |,low}

and the actual effective frequency set is⎧⎪⎪⎪⎨
⎪⎪⎪⎩

{f1,low, f1,α , f1,β , . . . , f1,max},
{f2,low, f2,α , f2,β , . . . , f2,max},

· · · ,
{f|U |,low, f|U |,α , f|U |,β , . . . , f|U |,max}

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

.

We let E(ni, uk , fk,v ) represent the energy consumption of task
ni in ECU uk with frequency fk,v and calculate it as

E(ni, uk , fk,v ) = (Pk,ind + Ck,ef × fk,v
mk )× wi,k,v (4)

where

wi,k,v = wi,k × fk,max

fk,v
.

Finally, the energy consumption of the function is the sum of
the energy consumptions of all tasks.

E(G) =
|N |∑
i=1

E(ni) =
|N |∑
i=1

E(ni, upr(i) , fpr(i),hz(i)) (5)

where upr(i) and fpr(i),hz(i) represent the allocated ECU and
frequency of ni , respectively.

Given that the energy consumption of function G is the sum
of that of each task, we can obtain the minimum and maximum
energy consumption values of function G as

Emin(G) =
|N |∑
i=1

Emin(ni) =
|N |∑
i=1

min
uk ∈U

E(ni, uk , fk,low) (6)

and

Emax(G) =
|N |∑
i=1

Emax(ni) =
|N |∑
i=1

max
uk ∈U

E(ni, uk , fk,max) (7)

respectively. Emin(ni) and Emax(ni) represent the minimum
and maximum energy consumption values, respectively, and
can be obtained by traversing all the ECUs with the lowest and
maximum energy-efficient frequencies, respectively.

We assume that the energy constraint of function G is
Econs(G). Then, it should be larger than or equal to Emin(G);
otherwise, Econs(G) is always not assured. Meanwhile, Econs(G)
should be less than or equal to Emax(G); otherwise, Econs(G)
is always assured. Hence, this paper assumes that Econs(G) be-
longs to the scope of Emin(G) and Emax(G), namely

Emin(G) � Econs(G) � Emax(G).

B. Problem Statement

Consider a distributed automotive function with known en-
ergy constraint in ACPS with heterogeneous ECUs, which sup-
port different frequencies by DVFS. Then, the problem to be
addressed in this section is to allocate an ECU with a proper
frequency to each task to reduce the response time of the func-
tion under its energy constraint. Let AFT(nexit) represent the
actual finish time (AFT) of the exit task. Considering that the
AFT of the nexit is response time of the function G, the formal
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TABLE II
UPWARD RANK VALUES OF TASKS OF THE MOTIVATIONAL DISTRIBUTED

FUNCTION IN FIG. 4 [6], [15], [21], [32]

description is to find the ECU and frequency allocation of all
tasks to reduce the response time of the function

RT(G) = AFT(nexit)

subject to its energy constraint

E(G) =
|N |∑
i=1

E(ni) =
|N |∑
i=1

E(ni, upr(i) , fpr(i),hz(i)) � Econs(G)

and the frequency constraint

fpr(i),low � fpr(i),hz(i) � fpr(i),max

for all i : 1 � i � |N |, upr(i) ∈ URT (G) represents the re-
sponse time of the function.

C. Minimum Energy Preallocation

The MSLECC algorithm is identical to the first stage in this
paper. Considering that scheduling tasks with a quality of service
constraint for optimality in multiprocessors is an NP-hard opti-
mization problem [6], [21], [31], MSLECC implements heuris-
tic list scheduling.

MSLECC transfers the energy constraint of the function to
each task based on the following strategy.

Assuming that the task to be allocated is ns (y ) , where
ns(y ) represents the yth allocated task, then {ns(1) , ns (2) , . . . ,
ns(y−1)} represents the task set where the tasks have been al-
located, and {ns(y+1) , ns (y+2) , . . . , ns(|N |)} represents the task
set where the tasks have not been allocated. Initially, all tasks
of the function are unallocated. Tasks are ordered according to
the decreasing order of the upward rank value (ranku) [32]

ranku(ni) = wi + max
nj ∈succ(ni )

{ci,j + ranku(nj )} (8)

which is considered the de facto prioritizing task criterion for
DAG-based list scheduling in heterogeneous systems because it
is widely used in reliability-aware and energy-aware scheduling
[6], [15], [21], [22]. Table II shows the upward rank value of
tasks for the motivational function (Fig. 4), and we find that the
task allocation order is {n1, n3, n4, n2, n5, n6, n9, n7, n8, n10}.

To ensure that the energy constraint of the function is assured
in each task allocation, the MSLECC algorithm proposed in
[21] presents the preallocation of each unallocated task ns(z ) in
{ns(y+1) , ns(y+2) , . . . , ns(|N |)} for all tasks.

In MSLECC, the energy preallocation value of ns(z ) is
Emin(ns(z )). Therefore, when allocating ns(y ) , the energy con-
sumption value of the function is expressed as

E(G) =
y−1∑
x=1

E(ns(x)) + E(ns(y )) +
|N |∑

z=y+1

Emin(ns(z )).

Then, E(G) must be less than or equal to Econs(G) according
to the problem statement. We have

y−1∑
x=1

E(ns(x)) + E(ns(y )) +
|N |∑

z=y+1

Emin(ns(z )) � Econs(G).

Therefore, the actual energy consumption value of the task ns(y )
should have the following constraint:

E(ns(y )) � Econs(G)−
y−1∑
x=1

E(ns(x))−
|N |∑

z=y+1

Emin(ns(z )).

The energy constraint of task ns(y ) is

Econs(ns(y ))=Econs(G)−
y−1∑
x=1

E(ns(x))−
|N |∑

z=y+1

Emin(ns(z )).

(9)
Eq. (9) indicates that the energy constraint of the function is
transferred to each task. As long as each task assures its energy
constraint of

E(ns(y )) � Econs(ns(y ))

the energy constraint of the function can also be assured.
The limitation is that the unallocated low-priority tasks are

preallocated with the minimum energy, such that the energy con-
straints of the high-priority tasks become large. In other words,
high-priority tasks consume massive energy, thereby causing
low-priority tasks to select ECUs with minimum energy but
with long execution time. Consequently, low-priority tasks can
prolong the response time of the function. Therefore, MSLECC
is severely pessimistic toward unfair energy usage among tasks
and thus results in limited reduction of the response time. There-
fore, a more objective and effective algorithm is required.

D. Average Energy Preallocation

Given the limitation of pessimistic energy preallocation to
unallocated tasks using MSLECC, this section presents an im-
proved energy preallocation to reduce the response time by
adopting average energy preallocation. For convenience, we first
define available energy.

Definition 1: (Available Energy). Available energy is the dif-
ference between the energy constraint and the minimum energy
consumption of function G

ΔEae(G) = Econs(G)−Emin(G). (10)

An average energy preallocation of ns(z ) is described as

Eavg(ns(z )) = Emin(ns(z )) +
ΔEae(G)
|N | . (11)

The main improvement is that the energy preallocation
of ns(z ) is changed from Emin(ns(z )) to Eavg(ns(z )); thus,
Emin(ns(z )) is changed to Eavg(ns(z )) when calculating
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Algorithm 1: The RREC Algorithm.

Input: G = (N,W,M,C), U , Econs(G)
Output: E(G), RT(G) and its related values

1: Sort the tasks by descending order of ranku values;
2: Calculate Emin(G) using (6);
3: Calculate Eae(G) using (10);
4: for (y ← 1; y ≤ |N |; y++) do
5: Calculate Econs(ns(y )) using (12);
6: for (each ECU uk ∈ U ) do
7: for (each frequency fk,v in fk,max and fk,low ) do
8: Calculate E

(
ns(y ) , uk , fk,v

)
using (4);

9: Calculate EFT(ns(y ) , uk , fk,v ) using (14);
10: end for
11: end for
12: Allocate the current task ns(y ) to the ECU that has

the minimum EFT under the energy constraint of
E(ns(y ) , uk , fk,v ) � Econs(ns(y ));

13: end for
14: Calculate E(G) using (5);
15: RT(G)← AFT(nexit);

Econs(ns(y ))

Econs(ns(y )) = Econs(G)−
y−1∑
x=1

E(ns(x))−
|N |∑

z=y+1

Eavg(ns(z )).

(12)
That is, we distribute the available energy evenly to each unallo-
cated task. The final energy constraint of ns(y ) is shown in (12).
In this manner, the energy constraint of the function can still be
transferred to each task. We prove the correctness in Theorem 1.

E. Response-time Reduction

After transferring the energy constraint of the function to each
task, the task is allocated to the ECU with the minimum EFT
under the energy constraint of each task.

We let EST(ns(y ) , uk ) represent the earliest start time (EST)
of task ns(y ) in ECU uk :⎧⎪⎪⎪⎨

⎪⎪⎪⎩
EST(nentry, uk ) = 0

EST(ns(y ) , uk ) =

max
{

avail[k], max
nh ∈ pred(ns ( y ) )

{
AFT(nh) + c

′
h,s(y )

}}
(13)

where avail[k] is the earliest available time when ECU uk is
ready for task execution. For the entry task, EST(ns(y ) , uk ) = 0.
AFT(nh) is the AFT of task nh , and c′h,s(y ) represents the com-
munication time between nh and ns(y ) . c′h,s(y ) = ch,s(y ) only
when nh and ns(y ) are allocated to different ECUs; otherwise,
c′h,s(y ) = 0. Then, EFT is calculated as

EFT(ns(y ) , uk , fk,v ) = EST(ns(y ) , uk , fk,v ) + ws(y ),k ,v .
(14)

The value of EFT(ns(y ) , uk , fk,v ) is the task allocation criterion
because it can meet the local optimal of ns(y ) .

TABLE III
POWER AND FREQUENCY PARAMETERS OF THE ECUS

The strategy of response-time reduction under energy con-
straint is as follows: we simply need to traverse all the ECUs
and frequencies to allocate the current task ns(y ) to the ECU
that has the minimum EFT under the energy constraint.

EFT(ns(y ) , upr(s(y )) , fpr(s(y )),hz(s(y )))

= min
uk ∈U, fk , v ∈[fk , low,fk , m a x ],

E (ns ( y ) ,uk ,fk , v )�E cons(ns ( y ) )

{
EFT(ns(y ) , uk , fk,v )

}
.

(15)

F. RREC Algorithm

In the analysis of Sections IV-D and IV-E, the RREC algo-
rithm is presented to reduce the response time of a function
under its energy constraint, as shown in Algorithm 1.

The main idea of RREC is that the energy constraint of the
function is transferred to each task by average energy preallo-
cation. Then, each task merely selects the ECU and frequency
with the minimum EFT under its energy constraint. The main
advantages are as follows.

1) In Line 1, RREC sorts tasks in a descending order of
ranku values.

2) In Lines 4–13, RREC iteratively schedules each task of
the function according to the priority of each task.

3) In Line 5, RREC obtains the energy constraint of the
current task by using (12) before it is allocated.

4) In Lines 6–11, RREC traverses all ECU and frequency
combinations to select the combination with the mini-
mum EFT under its energy constraint.

5) In Lines 14 and 15, RREC calculates the actual energy
consumption and response-time values of the function,
respectively.

The time complexity of RREC is analyzed as follows: 1)
traversing all tasks requires O(|N |) time (Lines 4–13); and
2) calculating EFT(ni, uk , fk,v ) requires O(|N | ×|U |×|F |),
where |F | represents the maximum number of discrete frequen-
cies from the lowest to the maximum frequencies (Lines 6–
11). Therefore, the time complexity of the RREC algorithm
is O(|N |2 ×|U |×|F |). That is, RREC is a low complexity
algorithm.

G. Task Mapping Based on RREC

This section provides an example to show task mapping using
the RREC algorithm. Considering the motivational distributed
function in Fig. 4, the parameters of each ECU are shown in
Table III. In this example, the maximum frequency fk,max for
each ECU is 1.0, and the frequency resolution is set to 0.01. All
the parameter units are omitted for simplicity in this example.
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Fig. 5. RREC-generated task mapping of the motivational function in
Fig. 4.

TABLE IV
SCHEDULING RESULTS OF THE MOTIVATIONAL FUNCTION USING

MSLECC AND RREC

We calculate the minimum and maximum energy consump-
tion values as Emin(G) = 20.31 and Emax(G) = 161.99 ac-
cording to (6) and (7), respectively. We set the energy constraint
of G as Econs(G) = 0.5× Emax(G) = 80.995. Then, we obtain
the mapping results shown in Fig. 5 by using RREC. The actual
energy consumption of the function is 74.6252, which is lower
than Econs(G). Meanwhile, the response time is 84.033.

Table IV shows the actual energy consumption and final
response time obtained by using RREC and MSLECC algo-
rithms, respectively. Both RREC and MSLECC can assure the
energy constraint, but RREC has a shorter response time than
MSLECC.

V. RELIABILITY ENHANCEMENT UNDER ENERGY AND

RESPONSE-TIME CONSTRAINTS

This section refers to the second stage and solves the prob-
lem of reliability enhancement under energy and response-time
constraints.

A. Reliability Model

As stated in the automotive functional safety standard ISO
26262, random hardware failures occur unpredictably during
the life cycle of a hardware element but follow a probability
distribution. Exposure refers to the relative expected frequency
of operational conditions in which hazardous events may occur
[11]. In ISO 26262, exposure involves five levels, namely, E0,
E1, E2, E3, and E4, where E0 represents the lowest level (i.e., in-
credibly unlikely) and E4 represents the highest level (i.e., high
probability; injury could occur under most operating conditions)
[11]. Exposure illustrates the possibility of hazardous events oc-
curring and can affect reliability, which is inversely expressed as
exposure (i.e., reliability = 1 – exposure) [6]. Correspondingly,
the reliability goals for exposures are shown in Table V [6]. To
reduce the possibility of hazardous events caused by exposure,
we must enhance reliability to assure the reliability goal, thereby
assuring the functional safety goal.

TABLE V
CLASSES OF PROBABILITY OF EXPOSURE REGARDING

DURATION/PROBABILITY OF EXPOSURE IN ISO 26262 [6], [11]

In a DVFS-capable ACPS, different frequencies possess dif-
ferent failure rates according to relevant research summaries
[18]. Hence, we let λk,max represent the failure rate of ECU uk

with the maximum frequency. Given that the failure rate fol-
lows the Poisson distribution, the failure rate λk,v of uk with
frequency fk,v is calculated by [18]

λk,v = λk,max10
d ( f k , m a x −f k , v )

f k , m a x −f k , m in (16)

where d is a constant that represents the sensitivity of failure
rates to voltage scaling.

We then build the relationship between reliability and fre-
quency according to (16), namely, the reliability of task ni exe-
cuted in ECU uk with frequency fk,v calculated as

R(ni, uk , fk,v ) = e
−λk , v × w i , k ×f k , m a x

f k , v

= e
−λ

k , m a x
10

d ( f k , m a x −f k , v )

f k , m a x −f k , m in × w i , k ×f k , m a x
f k , v . (17)

Eq. (17) indicates that the relationship between reliability and
frequency is monotonically increasing in the same ECU. The
function’s reliability is correspondingly adjusted as [6], [18]

R(G) =
∏

ni ∈N

R(ni) =
∏

ni ∈N

R
(
ni, upr(i) , fpr(i),hz(i)

)
(18)

where upr(i) and fpr(i),hz(i) represent the allocated ECU and
frequency of ni , respectively.

B. Problem Statement

Consider a distributed automotive function with known en-
ergy constraint in ACPS with heterogeneous ECUs, which sup-
port different frequencies by DVFS. The problem to be ad-
dressed in this section is to allocate an ECU with a proper
frequency to each task to enhance the reliability of the function
under its energy and response-time constraints. The formal de-
scription is to find the ECU and frequency allocation of all tasks
to enhance the reliability of the function

R(G) =
∏

ni ∈N

R (ni) =
∏

ni ∈N

R
(
ni, upr(i) , fpr(i),hz (i)

)
under its energy constraint

E(G) =
|N |∑
i=1

E(ni) � Econs(G),
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its response-time constraint

RT (G) � RTcons(G)

and the frequency constraint

fpr(i),low � fpr(i),hz(i) � fpr(i),max

for all i : 1 � i � |N |, upr(i) ∈ U .

C. Energy Constraint of the Task

Considering that this section tackles the enhancement of re-
liability under energy and response-time constraints, we make
full use of the slack of RTcons(G)-RT(G) shown in Fig. 5 to
enhance reliability. We implement the objective by reallocating
the tasks from the exit task to the entry task.

When allocating ns(y ) , we express the energy consumption
of the function as follows:

E(G) =
y−1∑
x=1

ERREC(ns(x)) + E(ns(y )) +
|N |∑

z=y+1

EREREC(ns(z ))

where ERREC(ns(x)) represents the RREC-generated energy of
ns(x) and EREREC(ns(z )) represents the REREC-generated en-
ergy of ns(z ) . The REREC algorithm will be proposed in the
following text.

The actual E(G) must be less than or equal to Econs(G)
according to the problem statement. We have

y−1∑
x=1

ERREC(ns(x))+E(ns(y ))+
|N |∑

z=y+1

EREREC(ns(z ))�Econs(G).

Therefore, the actual energy for task ns(y ) should have the fol-
lowing constraint:

E(ns(y )) � Econs(G)−
y−1∑
x=1

ERREC(ns(x))

−
|N |∑

z=y+1

EREREC(ns(z )).

We let the energy constraint for current task ns(y ) be

Econs(ns(y )) = Econs(G)−
y−1∑
x=1

ERREC(ns(x))

−
|N |∑

z=y+1

EREREC(ns(z )). (19)

Therefore, the energy constraint of the function is transferred to
each task. As long as each task assures its energy constraint in

E(ns(y )) � Econs(ns(y )) (20)

then the energy constraint of the function can also be assured.

D. Response-Time Constraint of the Task

Similar to the energy constraint, the response-time constraint
of the function is also transferred to each task.

1) We clear the RREC-generated task allocation of the current
task n10 to implement reallocation and enhance reliability. To
avoid violating the response-time constraint of the function, we
do not change the task allocations of other tasks when calculat-
ing the new reliability value of the current task.

2) We define the latest finish time (LFT) of the current task.
LFT is restricted by its successor tasks due to the precedence
constraints among tasks and is calculated as follows:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

LFT(nexit, uk ) = RTcons(G)
LFT(ni, uk ) =

min
{

min
nj ∈succ(ni )

{
AST (nj )− c

′
i,j

}
, ASend(ni, uk )

} .

(21)
AST(nj ) represents the actual start time (AST) of nj .
ASend(ni, uk ) represents the end instant of available slack of
ni in uk . Notably, ni has individual LFT(ni, uk ) in different
ECUs.

3) Similar to LFT(ni, uk ), we need to obtain EST(ni, uk )
due to the precedence constraints with its predecessors. Each
task has individual EST(ni, uk ) in different ECUs as follows:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

EST (nentry, uk ) = 0

EST (ni, uk ) =

max
{

max
nh ∈pred(ni )

{
AFT (nh) + c

′
h,i

}
, ASstart(ni, uk )

} .

(22)
ASstart(ni, uk ) represents the start instant of available slack of
ni in uk . In other words, the response-time constraint of the task
is the combination of EST(ni, uk ) and LFT(ni, uk ). The ESTs
and LFTs of n10 in all ECUs in Fig. 5 are as follows:⎧⎪⎨
⎪⎩

EST (n10, u1) = 55.8343

EST (n10, u2) = 66.033

EST (n10, u3) = 83.7989

⎧⎪⎨
⎪⎩

LFT (n10, u1) = 100

LFT (n10, u2) = 100

LFT (n10, u3) = 100

.

E. Reliability Enhancement

After deciding the energy and response-time constraints of
each task, we reallocate task ns(y ) to the ECU with the maximum
reliability under its energy and response-time constraints. That
is,

R(ns(y )) = R
(
ns(y ) , upr(s(y )) , fpr(s(y )),hz(s(y )))

)
= max

uk ∈U,fk , low�fk , v �fk , m a x

E (ns ( y ) ,uk ,fk , v )�E cons(ns ( y ) )
ws ( y ) , k , v �MET(ns ( y ) ,uk )

{
R(ns(y ) , uk )

}
(23)

where MET(ns(y ) , uk ) represents the maximum execution time
of ns(y ) in uk and is expressed as

MET(ns(y ) , uk ) = LFT(ns(y ) , uk )− EST(ns(y ) , uk )). (24)

The energy constraint is

E(ns(y ) , uk ) � Econs(ns(y ))

and the response-time constraint is

ws(y ),k �
(
LFT(ns(y ) , uk )− EST(ns(y ) , uk )

)
.
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Algorithm 2: The REREC Algorithm.

Input: G = (N,W,M,C), U , Econs(G), RTcons(G),
RREC-generated mapping

Output: E(G), R(G)
1: Sort the tasks by ascending order of ranku values.
2: for (y ← |N |; y ≥ 1; y −−) do
3: Calculate Econs(ns(y )) using (19);
4: for (each ECU uk ∈ U ) do
5: Calculate LFT(ns(y ) , uk ) using (21);
6: Calculate EST(ns(y ) , uk ) using (22);
7: Calculate MET(ns(y ) , uk ) using (24);
8: for (each frequency fk,v in fk,max and fk,low ) do
9: Calculate E(ns(y ) , uk , fk,v ) using (4);
10: Calculate R(ns(y ) , uk , fk,v ) using (17);
11: end for
12: end for
13: Reallocate the task ns(y ) to the ECU with the

maximum reliability under its energy and
response-time constraints;

14: end for
15: Calculate the actual energy consumption E(G) using

(5);
16: Calculate R(G) using (18).

F. REREC Algorithm

Inspired by the above analysis, we propose the REREC algo-
rithm described in Algorithm 2.

The main idea of REREC is that both the energy and response-
time constraints of the function are transferred to each task. Each
task merely selects the ECU and frequency combination with
the maximum reliability under its energy and response-time
constraints. The main advantages are explained as follows.

1) In Line 1, REREC sorts tasks in an ascending order of
ranku values.

2) In Lines 2–14, REREC iteratively schedules each task of
the function according to the priority of each task.

3) In Line 3, REREC obtains the energy constraint of the
current task by using (19) before it is allocated.

4) In Lines 4–13, REREC traverses all ECU and frequency
combinations to select the combination with the maxi-
mum reliability values under the energy and response-
time constraints.

5) In Lines 15 and 16, REREC calculates the actual en-
ergy consumption and reliability value of the function,
respectively.

REREC has the same time complexity of O(|N |2 ×|U |×|F |)
as RREC. In other words, REREC is also a low complexity
algorithm.

Finally, we combine RREC and REREC to form a two-
stage solution. The flow chart has been presented in Fig. 1.
As RREC improves previous pessimistic energy preallocation,
it can greatly reduce the response time of function under its en-
ergy constraint. Based on RREC, REREC can further enhance
the reliability by making full use of the slack between RREC-

Fig. 6. REREC-generated task mapping of the motivational function in
Fig. 4.

generated response time and response-time constraint. REREC
can provide a solution toward functional safety goal assurance
in energy-aware ACPS.

G. Task Mapping Based on REREC

This section provides an example to show the mapping re-
sults using the REREC algorithm. We assume that the power
parameters for all ECUs are those shown in Table III. The fail-
ure rates for three ECUs are λ1 = 0.00025, λ2 = 0.00030, and
λ3 = 0.00035. The sensitivity of failure rates to voltage scal-
ing d of each ECU is 1. Fig. 6 also shows the task mapping of
motivational distributed function G using REREC, where the
response time is equal to the response-time constraint, namely,
RT(G) = RTcons(G) = 100. Evidently, n3, n6, and n7 (marked
with red color) are reallocated to other ECUs. The actual energy
of the function is E(G) = 80.900, which is less than but close
to Econs(G) = 80.995. The final reliability is R(G) = 0.9729,
which is much higher than 0.9214 generated by RREC. This
example confirms that REREC can implement reliability en-
hancement compared with RREC. Note that the AST of n1 is
10.32 rather than 0, such that the actual response of the function
is 100 − 10.32 = 89.68.

VI. EXPERIMENTS

A. Experimental Metrics

Considering that we propose a two-stage solution in this
paper, it is better that each stage has similar algorithm for
comparison.

1) The first stage solves the problem of response-time re-
duction under energy constraint by proposing the RREC
algorithm. The compared algorithm is MSLECC [21] be-
cause it is the state-of-the-art algorithm to minimize the
response time under energy constraint of a distributed
function in heterogeneous distributed systems. In other
words, MSLECC and RREC actually solve the same
problem and they are worth being used to compare.

2) The second stage solves the problem of reliability en-
hancement under response-time and energy constraints
by proposing the REREC algorithm. As pointed out in
Section II, this problem is only for uniprocessor [18]. For-
tunately, the MRRR (named FFSV2 in [6]) algorithm is
the state-of-the-art algorithm to maximize the reliability
under response-time constraint of a distributed function
in heterogeneous automotive systems. Although MRRR
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does not consider energy constraint, we can still analyze
some results through experimental comparisons.

Given that this paper focuses on the design phase, the func-
tion parameters used in this phase are selected based on the
real deployment. We use the parameter values of real ACPS as
experimental data. The failure rate of each task falls within the
range from 10−6 to 9×10−6 in the time unit of 1 μs, and the
WCETs of the tasks and the WCRTs of the messages fall within
the range of 100–400 μs. The ECU number of ACPS is 16. The
maximum frequency of each ECU is fk,max = 1 GHz. All fre-
quencies are discrete, and the frequency solution is 0.01 GHz.
The effective switching capacitance Ck,ef of each ECU is 1.
The dynamic power exponent set mk of each ECU is 3. The
sensitivity of failure rates to voltage scaling d of each ECU is
1. The sole difference among ECUs is that they have differ-
ent frequency-independent dynamic powers, which belong to
the scope of 0.03 W � Pk,ind � 0.07 W. Frequency-dependent
dynamic power Pk,d depends on frequency and is calculated
by Ck,ef × fk,h

mk . We use Java to implement and run all the
algorithms based on the given parameter values to obtain exper-
imental results.

The experimental values are obtained by executing once run
for one function. Many tests with the same parameter values
and scales are preformed and show the same regular pattern
and relatively stable results. In other words, the experiments are
repeatable and do not affect the consistency of the results.

B. Real-Life Automotive Function

We use the real-life automotive function adopted in [6], as
shown in Fig. 7. This function consists of six functional blocks:
engine controller with seven tasks (n1–n7), automatic gear box
with four tasks (n8–n11), antilocking brake system with six
tasks (n12–n17), wheel angle sensor with two tasks (n18–n19),
suspension controller with five tasks (n20–n24), and body work
with seven tasks (n25–n31). The real-life automotive function is
generated based on the above parameter values.

The minimum and maximum energy consumption values of
the function are 825.94 and 12 440.24 Wμs by using (6) and (7),
respectively. The heterogeneous EFT (HEFT) generated energy
consumption value is 5382.36 Wμs, which is considered the
maximum meaningful energy consumption value because HEFT
is a well-studied and commonly used DAG-based schedul-
ing algorithm for reducing the response time without using
DVFS [32]. Therefore, we change the energy constraints from
825.94 Wμs to 5382.36 Wμs with an increment of 1139.1 Wμs
and observe the results. We fix the response-time constraint at
5000 μs. The results are shown in Figs. 8–10.

Fig. 8 shows the actual energy consumption values of a real-
life automotive function for different energy constraints.

1) The curves of MSLECC, RREC, and REREC in Fig. 8 are
basically coincident, such that they can hardly be distin-
guished. This phenomenon reflects that the actual energy
consumption values generated by MSLECC, RREC, and
REREC are always smaller than and close to the corre-
sponding energy constraints.

Fig. 7. Real-life automotive function.

Fig. 8. Energy consumption values (unit: Wμs) of a real-life automotive
function for different energy constraints (unit: Wμs).

2) Fig. 8 shows that none of the energy consumption values
generated by MRRR assures the energy constraints, but
is far greater than the corresponding energy constraints.
The reason is that MRRR does not involve the energy
consideration but focuses on reliability enhancement un-
der response-time constraint.

3) Based on the curves in Fig. 8 and the aforementioned
analysis, we confirm that MSLECC, RREC, and REREC
are designed for energy constraints, whereas HEFT and
MRRR are not.

Fig. 9 shows the actual response-time values of a real-life
automotive function for different energy constraints.

1) Considering that the response-time constraint is fixed
at 5000 μs, the HEFT, MSLECC, RREC, MRRR, and
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Fig. 9. Response-time values (unit: μs) of a real-life automotive func-
tion for different energy constraints (unit: Wμs).

Fig. 10. Reliability values of a real-life automotive function for different
energy constraints (unit: Wμs).

REREC algorithms can always assure the response-time
constraint. HEFT obtains the minimum response-time
value followed by RREC in all the cases. Particularly,
HEFT-generated and MRRR-generated response-time
values are fixed at 640 μs and 4764 μs, respectively. The
reason is that HEFT and MRRR do not involve energy
consideration, such that the results do not change for
different energy constraints.

2) The curves show that MSLECC and RREC obtain ap-
proximate equal response values in the two ends be-
cause two extreme energy constraints limit the play of
RREC. RREC generates smaller response-time values
than MSLECC because MSLECC adopts pessimistic en-
ergy preallocation, whereas RREC uses a relative av-
erage energy preallocation to improve the limitation of
MSLECC. These results and analyses indicate that RREC
effectively addresses the problem of reducing the re-
sponse time under its energy constraint.

3) We know that HEFT is merely for reducing response
time, RREC is for reducing response time under en-
ergy constraint, MRRR is for enhancing reliability under
response-time constraint, and REREC is for enhancing
reliability under energy and response-time constraints.
Considering that response time, energy, and reliability
are mutually exclusive, we find that the more constraints
there are, the worse the performance is.

Fig. 10 shows the reliability values of a real-life automotive
function for different energy constraints.

1) The reliability values obtained by HEFT are fixed at
0.9501. MRRR obtains the highest reliability value
0.9847 in all the cases, whereas REREC obtains rela-
tively low reliability values when the energy constraint is
small. The reason is that MRRR is for enhancing reliabil-
ity under only one constraint, whereas REREC is for en-
hancing reliability under two constraints. The limitation
of MRRR is that it cannot assure the energy constraints,
as shown in Fig. 8.

2) Although HEFT and MSLECC also obtain relatively
high-reliability values in all the cases, they have individ-
ual limitations. HEFT cannot always assure the energy
constraints (Fig. 8), whereas MSLECC generates longer
response time in most cases (Fig. 9).

3) REREC obtains higher reliability values as much as
10.22% than RREC when the energy constraint is
1965.04 Wμs because REREC implements reliability-
enhancement technology based on RREC. If we let the
reliability goal be 0.94 (i.e., the reliability must be larger
than or equal to 0.94), then RREC has only one case
(the energy constraint is 5382.36 Wμs) that assures
the reliability goal of 0.94, whereas REREC has three
cases (except for the case where the energy constraint is
825.94 Wμs and 1965.04 Wμs). In summary, REREC
effectively enhances the reliability to assure the high-
reliability goal compared with RREC.

C. Synthetic Automotive Functions

Given the increasing complexity of ACPS, future automotive
functions are likely to reach 100 tasks [6]. To further validate
the effectiveness of the proposed approach, we use additional
synthetic functions with the same actual parameter values as the
real-life function to observe the results. Randomly generated
functions can be obtained by using the task graph generator
[33], which can be used to develop task graphs that are needed
for research works in areas of task scheduling. The following
parameters are set to generate the functions [33].

1) The communication to computation ratio (CCR) set is
{0.1, 0.5, 1.0, 2.0, 5.0}.

2) The ECUs’ heterogeneous factor set is {0.2, 0.4, 0.5, 0.6,
0.8, 1.0}; the larger the factor is, the higher the hetero-
geneity is.

3) The shape factor is a random number, whose range of
values is [0.35,

√|N |/3].
In this experiment, we set CCR to 1, heterogeneous factor

to 1.0, and shape factor to
√|N |/3. We change the num-

ber of tasks of function from 50 to 100 with 10 increments.
The response-time constraint is fixed at 5000 μs for functions
because they have more tasks than the real-life function in
Fig. 7. Table VI shows the HEFT-generated energy values and
corresponding energy constraints of synthetic automotive func-
tions for different numbers of tasks.

1) Fig. 11 shows the energy consumption values of synthetic
automotive functions for different numbers of tasks. Sim-
ilar to Fig. 8, the curves of MSLECC, RREC, and REREC
are also basically coincident, such that they are still
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TABLE VI
HEFT-GENERATED ENERGY VALUES (UNIT: WμS) AND CORRESPONDING

ENERGY CONSTRAINTS OF SYNTHETIC AUTOMOTIVE FUNCTIONS FOR
DIFFERENT NUMBERS OF TASKS

Fig. 11. Energy consumption values (unit: Wμs) of synthetic automo-
tive functions for different numbers of tasks.

Fig. 12. Response-time values (unit: μs) of synthetic automotive func-
tions for different numbers of tasks.

hardly distinguished. This phenomenon further confirms
that the actual energy consumption values generated by
MSLECC, RREC, and REREC are always smaller than
and close to the corresponding energy constraints. On the
contrary, HEFT and MRRR-generated energy consump-
tion values are still far greater than the corresponding
energy constraint values.

2) Fig. 12 shows the response-time values of synthetic au-
tomotive functions for different numbers of tasks. We
can see that RREC can still generate smaller response-
time values than MSLECC in all the cases. Although
HEFT and MRRR have shorter response-time values than
RREC in most cases, none of them can assure the energy
constraints combing with the data results in Fig. 11 and
Table VI.

3) Fig. 13 shows the reliability values of synthetic auto-
motive functions for different numbers of tasks. REREC
can generate higher reliability values than RREC in all
the cases. These results further indicate that REREC’s
reliability-enhancement technique is effective toward
automotive functional safety goal assurance. Although
HEFT and MRRR have higher reliability values than

Fig. 13. Reliability values of synthetic automotive functions for different
numbers of tasks.

TABLE VII
PARAMETERS OF PLATFORM

REREC, they either do not assure the energy consump-
tion constraints.

D. Hardware Platform Experiment

We setup a hardware platform with six Allwinner A20 by a
small experiment. The detail parameters of the hardware plat-
form are shown in Table VII.

The core’s voltage is 5 V and the platform changes power by
changing the current. We test that the idle power Pidle (including
Pind and Ps , i.e., Pidle =Pind + Ps) depends on frequency change.
Under the condition that there is no task to execute, we test that
the idle powers are different when CPU operates at different
frequencies. For example, the actual idle power is 1.35 W (0.27
A × 5 V) when frequency is 336 MHz, 1.45 W (0.29 A × 5 V)
when frequency is 866 MHz, and 1.5 W (0.3 A × 5 V) when
frequency is 1.01 GHz.

Besides Pd , Pind, and Ps , other power Pother exists due to
the using of OS and other components: 1) Pd = Ceff

m , where
Cef = 1 and m = 3 using data fitting; 2) Ps and Pother are con-
sidered the basic static power together because these two powers
are hard to separate [i.e., Ps ← (Ps + Pother)]; the result shows
that Ps is 1.35 W when the core is idle in the minimum avail-
able frequency of fmin = 0.336 GHz; 3) Pidle = 1.5 W when
the core is idle in the maximum frequency of fmax = 1.01 GHz.
Therefore, Pind is 0.15 W(Pidle = 1.5− 1.35 = 0.15 W); 4)fee

is 3

√
0.15

(3−1)×1 = 0.422 GHz calculated by (3). As 0.422 GHz does

not exist in the discrete frequency set, fee is set to 0.480 GHz
because it is closest to 0.422 GHz.

By recording the actual number of assembly instructions
and corresponding execution times, we are able to obtain the
instructions per second (IPS) as 0.67 G in the hardware plat-
form. The real-life benchmark in Fig. 7 is created by setting
0.67× 10−4 G instructions for each task. Therefore, the WCET
for each task with 1.01 GHz is 100 μs.
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Fig. 14. Energy consumption values (unit: Wμs) for different energy
constraint values (unit: Wμs) on simulated and hardware platforms.

We execute the function in the hardware platform according
to the allocated core, start time, and end time of each task
generated by RREC in the simulated platform. In other words,
the task allocations under the hardware platform is exactly the
same as under the simulated platform. Our objective is to verify
whether the energy consumption of the function is within its
energy constraint in the hardware platform.

The minimum and HEFT-generated energy values of the func-
tion are 907.99 and 3249 Wμs, respectively. The energy con-
straint of the function is changed from 907.99 to 3249 Wμs with
the increment of 585.25 Wμs. The results are shown in Fig. 14,
where we can see that the energy consumption values generated
in the hardware platform are always less than those generated in
the simulated platform. That is, the energy consumption of the
function is within its energy constraint in the hardware platform.
With the increment of energy constraint, the differences are in-
creasingly large. The reason for the above phenomenon is that
Pind decreases as frequency decreases in the hardware platform,
whereas Pind is fixed in the simulated platform. For example in
the hardware platform, we have the following records: when the
frequency is 1.01 GHz, Pind is 0.15 W, and when the frequency
is 0.408 GHz, Pind is deceased to 0.035 W. However, Pind is
fixed at 0.15 W without considering the frequency change in
the simulated platform. For the reason as to why Pind decreases
as frequency decreases in the hardware platform, we analyze
that similar to Ps, Pind also includes partial powers of OS and
other components, which are frequency dependent and is hard
to separate.

E. Summary of Experiments

We made the following summarizations based on the
experiments:

1) MSLECC, RREC, and REREC can always assure energy
constraints, and HEFT and MRRR do not assure energy
constraints.

2) RREC is more effective than MSLECC in reducing the
response time under energy constraint.

3) MRRR can enhance the reliability but does not assure the
response-time constraints.

4) REREC obtains higher reliability values than RREC and
implements reliability enhancement based on RREC.

Through the above summary, we confirm that the proposed
two-stage solution (i.e., RREC and REREC) show feasibility
toward functional safety goal assurance in energy-aware ACPS.

VII. CONCLUSION

We solved the problem of reliability enhancement of a
distributed automotive function under energy and response-time
constraints in ACPS by proposing the RREC and REREC algo-
rithms to form a two-stage solution. RREC improves the pes-
simistic energy preallocation of the existing method, thereby
significantly reducing response time. REREC implements relia-
bility enhancement based on the first stage and demonstrates the
effectiveness of reliability enhancement by using real-life and
synthetic automotive functions. According to the ISO 26262
standard, RREC can only assure the reliability goal correspond-
ing to exposure E3, whereas REREC can assure the high-
reliability goal corresponding to exposure E2 by reliability-
enhancement technique based on RREC. RREC and REREC
show feasibility toward functional safety goal assurance in
energy-aware ACPS.

APPENDIX

Theorem 1: Each task ns(y ) in distributed function G can
always find an ECU to be allocated to assure

E(G) =
y−1∑
x=1

E(ns(x)) + E(ns(y ))

+
|N |∑

z=y+1

Eavg(ns(z )) � Econs(G).

Proof: Considering that average energy preallocation
Eavg(ns(z )) in (11) is considered the minimum energy of the
current task ns(z ) , if we can prove that the sum of the average
energy preallocations of all tasks is less than or equal to the
energy constraint of the function, then the theorem is proven.

We let the sum of the average energy preallocations of all
tasks be

Eavg(G) =
|N |∑
z=1

Eavg(ns(z )). (25)

Then, substituting (11) into (25) yields

|N |∑
z=1

(
Emin(ns(z )) +

ΔEae(G)
|N |

)

=
|N |∑
z=1

(
Emin(ns(z )) +

Econs(G)−Emin(G)
|N |

)

=
|N |∑
z=1

Emin(ns(z ))+
|N |∑
z=1

(
Econs(G)− Emin(G)

|N |
)

= Emin(G) + (Econs(G)− Emin(G)) = Econs(G).

Given that Eavg(G) is equal to Econs(G) under the average en-
ergy preallocation for tasks, we can find allocated ECUs to
assure Econs(G). Thus, Theorem 1 is proven. �
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