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A B S T R A C T

The rapid advancement of 5G technology has indirectly propelled the growth of connected devices within the
Internet of Things (IoT). Within the IoT domain, mobile edge computing (MEC) has demonstrated potential in
task processing. However, as computational services expand, the reliable determination of user offloading
strategies and the rational establishment of service prices offered by servers to users continue to present
challenging research directions. The primary focus of this paper revolves around task offloading in the MEC
system, encompassing numerous user terminal devices that support energy harvesting (EH), a MEC server and
a central cloud server. The optimization goals are to maximize the utilities for both users and the MEC server
by adjusting offloading and pricing strategies. To guarantee the task queue’s stability within the system and
achieve a reasonable allocation of system resources, we propose a dynamic task offloading approach rooted in
Lyapunov optimization theory and Stackelberg game theory. In this algorithm, the MEC server takes on the role
of the leader, while each user terminal device acts as the follower. Aiming at the game equilibrium existence of
the algorithm, a series of mathematical analysis is carried out. Additionally, we conduct extensive simulation
experiments to validate the proposed algorithm’s effectiveness. The proposed algorithm achieves improvements
in user utility, with a 6.43% increase compared to the average time-constrained task offloading (ATCTO)
scheme, a 61.80% improvement over the local-only processing (LOP) scheme, and a 23.97% enhancement
over the genetic algorithm (GA) scheme. Meanwhile, it achieves a task queue backlog reduction of 50.00%
compared to ATCTO, 70.00% compared to LOP and 15.28% compared to GA.
1. Introduction

With the proliferation of 5G technology, its high speed and low
latency enable real-time connectivity, and the IoT stands as one of
the beneficiaries in the era of 5G. According to [1], it is forecasted
that the number of IoT devices will exceed 75 billions by 2025. This
explosive growth will significantly amplify the scale of mobile data
traffic. Effectively managing the surge in mobile data traffic can be
achieved through mobile data offloading [2]. However, relying solely
on cloud computing is difficult to improve user experience quality.
It is the increasing user demand for quality of experience that drives
the development of MEC. MEC moves computing power and resources
closer to users, usually on edge devices of the network. This aids in
reducing data transmission latency and supporting applications with
strong real-time requirements. Moreover, edge data processing reduces
the need to transmit sensitive data to remote servers, thereby enhancing
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data privacy and security.
Energy consumption for local computing and wireless transmission

tasks on user terminal devices (e.g., wearable devices, tablets, and
smartphones) is sourced from their internal batteries. For convenience,
these user terminal devices will be referred to as ‘‘users’’. Due to limited
size of users, long lifetime battery might not be appropriate, while
smaller-capacity battery may require frequent replacements, causing
significant inconvenience. Fortunately, in recent years, EH technologies
have garnered significant attention. These technologies enable users
to harvest energy from the nature (e.g., solar), and store it in bat-
teries. By integrating rechargeable batteries with energy harvesting
technologies, the frequency of battery replacements can be notably
reduced. In the future, the IoT could potentially integrate various
energy harvesting methods [3]. Therefore, the integration of energy
harvesting technologies into MEC holds practical significance.
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In order to flexibly respond to the changing demands between user
devices and MEC server, this study considers a dynamic MEC system.
In this system, factors such as the arrival of tasks and energy collection
will change with the change of time. The system can dynamically adjust
the task offloading strategy and the service pricing strategy of the
MEC server according to real-time conditions, thereby improving user
utility and MEC server utility. The authors considered the dynamic MEC
system in [4], but did not set the services provided by the MEC server
s paid services. In contrast, [5] explored the pricing issue in a dynamic
ystem, but the study implemented a unified service pricing for all user
evices and failed to consider the differences between user devices.
iven the heterogeneity of user devices, we introduced a differentiated
ricing strategy.

In this paper, we explore a dynamic MEC system enabled with EH,
hich is composed of multiple user terminal devices, a MEC server, and
 central cloud. Each user possesses the capability to harness energy

from the surrounding natural environment and store it in their built-in
rechargeable batteries. Users can offload tasks to the MEC server when
needed, and the MEC server can further offload tasks to the central
cloud as required. In this study, the MEC server’s computational capac-
ity is limited, necessitating revenue generation through user charges.
Generally, the energy consumed by users for wireless transmission tasks
is lower than that required for performing equivalent-sized local com-
puting tasks. In order to decrease energy consumption, users are more
likely to opt for the method of remote task offloading. Nevertheless, due
to the fact that the MEC server does not offer services free of charge,
each user needs to strike a balance between task offloading and service
pricing. The main purpose of our research is to determine the optimal
distribution of tasks between local computing and remote offloading
for users, while also determining suitable service pricing for individual
users for the MEC server.

Given that the optimization objective of this paper involves a dy-
namic long-term MEC scenario, i.e., the parameters and conditions
e.g., energy harvesting, task arrival) may change over time, mak-
ng the solution of the problem extremely challenging. To simplify
he problem, the authors in [5–7] focused their target optimization

on a short time slot, defined as a brief period during which sys-
tem conditions are assumed to be relatively stable. However, focusing
nly on a single time slot may cause system instability problems,
ince it is difficult to cope with rapid changes. To overcome this

difficulty, we employ Lyapunov optimization theory to transform the
long-term optimization problem into a sequence of short-term optimiza-
tion problems, enabling the achievement of long-term optimization
bjectives through the resolution of multiple short-term optimization
asks. To enhance the efficiency and rationality of resource allocation,
e introduce Stackelberg game theory. In this framework, the MEC

erver acts as a leader, formulating differentiated pricing strategies to
guide the offloading decisions of multiple user devices. By combin-
ing Lyapunov optimization theory with Stackelberg game theory, we
can effectively address the complexities in dynamic environments and
achieve long-term optimization objectives.

This research work makes the following main contributions:

• We explore task offloading and pricing in a multi-user environ-
ment with a single MEC server, incorporating energy harvesting
(EH) for users to utilize renewable energy for task computation.

• We utilize Lyapunov optimization theory to adapt to external
changes by breaking down long-term goals into short-term objec-
tives, stabilizing the task queue while optimizing performance.

• We propose a Stackelberg game model for task offloading and
pricing, where users consider energy use, queue length, and pric-
ing, while the MEC server applies differentiated pricing based on
offloaded tasks.
2

t

• We account for the practical limitation of the MEC server’s com-
puting capacity within each time slot, determined by its CPU
frequency. If the server cannot process all accumulated tasks from
users, it requests processing from the central cloud server at a
cost.

Next, we will introduce the remaining structure of this paper.
Section 2 delves into the related work. Section 3 defines the system
model and presents the optimization problems. Section 4 describes
the analysis and solution of the objective optimization problems. Sub-
equently, we introduce a multi-device task offloading and pricing
echanism algorithm (MDTOPMA) in Section 5. Section 6 evaluates

the algorithm’s performance through experiments. The final section
concludes by summarizing the contributions of this paper.

2. Related work

Numerous investigations have delved into the domain of computa-
ion offloading within the context of MEC. Ning et al. [8] presented

an energy-efficient scheduling framework for vehicle networking with
support for Multi-Access Edge Computing, aimed at minimizing the
nergy consumption of roadside units (RSUs) while meeting task la-

tency requirements. The authors proposed a heuristic algorithm to
address this issue. Mao et al. [9] focused on the joint optimization
of execution delay and device energy consumption, proposing a low-
complexity suboptimal algorithm based on an alternating minimization
strategy. The algorithm minimized the weighted sum of execution
delay and device energy consumption by adjusting task offloading
cheduling and transmission power allocation. Zhao et al. [10] pro-

posed an energy-efficient offloading algorithm to save mobile device
energy while meeting application response time requirements. Chen
et al. [11] investigated energy-efficient task offloading in MEC and
roposed a dynamic offloading algorithm that guarantees the average
ueue length. Li et al. [12] proposed a computational offloading mech-

anism based on a two-stage Stackelberg game and used two dynamic
terative algorithms to solve the utility optimization problem in the
ame. Although the above studies have their own merits, they do not
onsider the computing power of the device itself.

To overcome this deficiency, in recent years, many studies have
begun to consider introducing local computing resources. Based on
the size of the offloaded data, Hu et al. [13] determined the tasks
hat necessitate local handling. They proposed a MEC system energy
onsumption optimization problem and solved it in two stages. Wang

et al. [14] divided the computing task into two parts, one of which
ould be used for local computing. Their research intended to minimize

he AP’s overall energy consumption, however they did not consider
he energy consumption resulting from the MEC server’s computational

tasks. They omitted for the energy consumption consumed by the MEC
server during task processing.

To more comprehensively address issues such as task offloading and
energy management, and to achieve optimal performance with limited
esources, game theory is an appropriate approach. There is currently

a lot of work taking game theory into MEC. Li et al. [6] described the
interaction between mobile device (MD) and edge cloud server (ECS)
in the process of computing load as a Stackelberg game and confirmed
he equilibrium of this game. The authors in [5] proposed an optimal

resource purchase strategy with a set price, and proposed the optimal
pricing for edge cloud computing resources utilizing the Stackelberg
game model. Liu et al. [7] proposed the problem of transmission
power offloading optimization and edge cloud pricing in mobile edge
computing systems, and adopted the offloading strategy and price
control (OSPC) algorithm based on Stackelberg game to solve it. Bishoyi
et al. [15] presented a distributed algorithm utilizing the alternating
irection multiplier method (ADMM) to solve the Stackelberg game
hey proposed. Although Bishoyi et al. considered the Stackelberg
ame, they only considered the optimization of the problem within one
ime slot. Zeng et al. [16] introduced a reward system to incentivize
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Table 1
Difference between our scheme and the main related schemes.

Scheme Local computation MEC energy consumption Multiple time slots Differentiated pricing

[5] S.-H.Kim et al. ✓ × × ×

[6] M.Li et al. ✓ × × ✓

[7] X.Liu et al. ✓ × × ✓

[8] Z.Ning et al. × ✓ × ×

[9] Y.Mao et al. × × × ×

[10] X.Zhao et al. × ✓ × ×

[11] Y.Chen et al. × × ✓ ×

[12] F.Li et al. × ✓ × ✓

[13] X.Hu et al. ✓ × × ×

[14] F.Wang et al. ✓ × ✓ ×

[15] P.K.Bishoyi et al. ✓ ✓ × ✓

[16] F.Zeng et al. ✓ × × ✓

Our Scheme ✓ ✓ ✓ ✓
volunteer vehicles participating in Vehicular Edge Computing (VEC)
offloading and devised an enhanced genetic algorithm to explore the
optimal strategy for the VEC server. However, they also did not account
for changes in the number of tasks over time.

Among most of the studies mentioned before, some studies failed to
fully leverage local computing resources, some did not account for the
energy consumption associated with the MEC server’s computations,
and some only focused on the optimization of single slot goals (see
Table 1). To cope with these situations, each user in this paper supports
local computing through EH technology, while the MEC server consid-
ers computing energy consumption as its own overhead. In order to
achieve a reasonable allocation of resources among users and the MEC
server and tackle the long-term optimization problem, we combine the
Stackelberg game with Lyapunov optimization.

3. System model and problem formulation

In this section, we will provide an overview of the MEC system
architecture and various computation models. Based on these compu-
tational models, the optimization problems for both users and the MEC
server will be deduced.

3.1. Mobile edge computing system architecture

We investigate a system architecture consisting of three layers.
The first layer, called the user terminal device layer, consists of 𝑛
user devices (e.g., wearables, tablets, smartphones), indexed by 𝑁 =
{1, 2,… , 𝑛}. Each user is equipped with an energy harvesting device
that enables them to collect energy from the surrounding environment
to power their own operations. The second layer is known as the MEC
service layer, consisting of a single MEC server co-located with a base
station. Lastly, the third layer is denoted as the central cloud service
layer, consisting of a cloud server. The three-layer system architecture
is illustrated in Fig. 1.

In this architecture, users can transmit their computational tasks to
the base station via a wireless network using the time division multiple
access (TDMA) protocol. The base station forwards the tasks to the MEC
server for computation. Once tasks are completed, the MEC server sends
the results back to the base station, which then delivers them back to
the users. If the cumulative tasks offloaded by users exceed the MEC
server’s computational capacity, the excess tasks are offloaded to the
central cloud via a wired network, and the results are subsequently re-
turned by the central cloud. Excess tasks can be generated by adjusting
the relevant parameters, such as the task arrival rate, and available
computational resources. By adjusting these parameters, the total of-
floading demand can be controlled, simulating the scenario where the
3

Fig. 1. A mobile edge computing system architecture.

MEC server’s computational capacity is exceeded. We consider the cen-
tral cloud to possess formidable computational capabilities, enabling it
to handle a significant amount of tasks independently.

Various uncertainties and interferences exist in practical application
environments. To enhance system stability, we consider a time-slot-
based system and partition time into equidistant time slots. The system
is indexed by 𝑡 ∈  = {0, 1, 2,… , 𝑇 } with slot length 𝜏.

3.2. Computing task and task queue model

For each user 𝑖, at the start of the 𝑡th time slot, the user’s application
requests a set of tasks for computation. The size of the tasks is the task
arrival rate 𝑎𝑖(𝑡). The tasks received during the current time slot can
only be handled in future time slots. In order to achieve more flexible
task offloading, we assume that the computational tasks of the users
follow a data partitioning model [4,17], where the data bits of the
computational tasks are independent and can be arbitrarily partitioned
into multiple independent subtasks. Each user’s tasks are stored in the
task queue 𝑸 =

{

𝑄1, 𝑄2,… , 𝑄𝑛
}

.
Let 𝑄𝑖(𝑡) represent the tasks remaining incomplete for the 𝑖th user

in the preceding 𝑡 time slots. The amount of tasks in the queue can be
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adjusted using the following formula.

𝑄𝑖(𝑡 + 1) = max{0, 𝑄𝑖(𝑡) − 𝑞𝑖(𝑡)} + 𝑎𝑖(𝑡), (1)

where 𝑞𝑖(𝑡) denotes the total tasks processed by user 𝑖 during the 𝑡th
ime slot. 𝑞𝑖(𝑡) can be modeled as 𝑞𝑖(𝑡) = 𝑞𝑖0(𝑡) + 𝑞𝑖1(𝑡), where 𝑞𝑖0(𝑡)

denotes the quantity of tasks processed locally by user 𝑖, and 𝑞𝑖1(𝑡)
signifies the quantity of tasks offloaded remotely by user 𝑖. 𝑞𝑖(𝑡) satisfies

0 ≤ 𝑞𝑖(𝑡) ≤ 𝑄𝑖(𝑡), 𝑡 ∈  . (2)

According to the definition of queue stability in [18], the constraint
for task queue stability is given as

lim
𝑡→+∞

E{𝑄𝑖(𝑡)}
𝑡

= 0, 𝑡 ∈  . (3)

3.3. Local execution and communication model

3.3.1. Local computing energy consumption model
Local task execution involves users using their available processing

resources to handle tasks, leading to local energy consumption. This
ocal energy consumption is dynamic, as it varies based on offloading
trategy. Same as [19], we model it as

𝐻𝑢
𝑖0(𝑡) = 𝑘𝑢𝑖 [𝑓

𝑢
𝑖 ]

2𝑞𝑖0(𝑡)𝑑𝑖, (4)

where 𝑘𝑢𝑖 is the capacitance switching coefficient, which is dependent
on the chip architecture [19], and the superscript 𝑢 is employed to
enote user-specific parameters, distinguishing them from the parame-
ers denoted by the same symbol for the MEC server; 𝑓 𝑢𝑖 represents the

CPU computing frequency of user 𝑖, while 𝑑𝑖 represents the computing
density of user 𝑖.

Given the computation frequency 𝑓 𝑢𝑖 and the time slot length 𝜏, the
local computing tasks are constrained as

0 ≤ 𝑞𝑖0(𝑡) ≤
𝑓 𝑢𝑖 𝜏
𝑑𝑖

, 𝑡 ∈  . (5)

3.3.2. Transmission energy consumption model
Let 𝑝𝑖 represent the transmission power of user 𝑖. When users offload

asks to the MEC server, they incur transmission energy consump-
ion [19], which is modeled as

𝐻𝑢
𝑖1(𝑡) = 𝑇 𝑡𝑟𝑖 (𝑡)𝑝𝑖, (6)

where 𝑇 𝑡𝑟𝑖 (𝑡) represents the duration of task transmission for user 𝑖.
The task transmission time does not exceed one time slot and

atisfies

0 ≤ 𝑇 𝑡𝑟𝑖 (𝑡) ≤ 𝜏 , 𝑡 ∈  . (7)

Based on Eqs. (4) and (6), the overall energy consumption 𝐻𝑢
𝑖 (𝑡) is

derived as 𝐻𝑢
𝑖 (𝑡) = 𝐻𝑢

𝑖0(𝑡) +𝐻𝑢
𝑖1(𝑡).

3.3.3. Energy harvesting model
We consider the user’s energy harvesting to follow the HUS strat-

gy [20], where the energy collected during the current time slot is
only available for use in subsequent time slots. Let 𝑒𝑖(𝑡) represent the
energy harvested by user 𝑖, and 𝐵𝑖(𝑡) represent the remaining energy in
he battery. The battery energy update is modeled as:

𝐵𝑖(𝑡 + 1) = min{max{𝐵𝑖(𝑡) −𝐻𝑢
𝑖 (𝑡), 0} + 𝑒𝑖(𝑡), 𝐵max

𝑖 }, (8)

where 𝐵max
𝑖 represents the maximum capacity of the battery.

The overall energy consumption generated by user 𝑖 cannot surpass
he remaining battery energy, i.e.,

0 ≤ 𝐻𝑢
𝑖 (𝑡) ≤ 𝐵𝑖(𝑡), 𝑡 ∈  . (9)
4

p

3.3.4. Transmission rate model
In the system architecture, data exchange between the users and

the MEC server occurs through wireless networks. During this data
exchange process, we consider Shannon’s formula as the calculation
formula for the channel’s data transfer rate. Similar to [11], the trans-
mission rate can be modeled as

𝑟𝑡𝑟𝑖 = 𝑤 log2

(

1 + 𝑝𝑖ℎ𝑖
𝑤𝑛0

)

, (10)

where 𝑤 signifies the base station’s bandwidth; 𝑛0 stands for the noise
power density; and ℎ𝑖 indicates the channel gain.

According to the transmission time and transmission rate, the of-
loading task size 𝑞𝑖1(𝑡) = 𝑇 𝑡𝑟𝑖 (𝑡)𝑟𝑡𝑟𝑖 can be deduced.

3.4. Mobile edge server processing model

When users offload tasks to the MEC server, the server receives and
processes these tasks, thereby resulting in energy consumption. The
energy consumption of the MEC server can be modeled as

𝐻𝑒(𝑡) = 𝑘𝑒(𝑓 𝑒)2
𝑛
∑

𝑖=1
𝑞𝑐𝑖1(𝑡), (11)

where 𝑘𝑒 is the capacitance switching coefficient of the MEC server;
𝑓 𝑒 represents the CPU computing frequency of the MEC server; 𝑞𝑐𝑖1(𝑡)
denotes the cycle count of the offloaded task for user 𝑖 and can be
described as 𝑞𝑐𝑖1(𝑡) = 𝑞𝑖1(𝑡)𝑑𝑖.

Considering the limited resources of the MEC server, it may not be
ble to fully process all the tasks offloaded by users. Consequently, the
EC server is required to upload the excess tasks to the central cloud

or synchronous processing. Let 𝑞𝑒 represent the processing capacity of
he MEC server within a time slot, i.e., the maximum number of task
ycles it can handle. When the amount of task cycles offloaded by users
xceeds the MEC server’s computational capacity, the excess portion is
ransferred to the central cloud. Consequently, the MEC server’s energy
onsumption model is expressed as

𝐻𝑒(𝑡) = 𝑘𝑒(𝑓 𝑒)2 min {𝑞𝑒, 𝑞𝑐 (𝑡)} , (12)

where 𝑞𝑒 = 𝑓 𝑒𝜏 and 𝑞𝑐 (𝑡) = ∑𝑛
𝑖=1 𝑞

𝑐
𝑖1(𝑡).

3.5. The utility optimization problem

3.5.1. MEC server utility optimization problem
The MEC server generates costs while processing tasks. It is assumed

that the MEC server obtains revenue by pricing data per cycle. We
adopt a differential pricing approach. Let 𝑅𝑒𝑖 (𝑡) represent the fee that
user 𝑖 needs to pay to the MEC server for offloading data per cycle and
define 𝑹(𝒕) =

{

𝑅𝑒1(𝑡), 𝑅𝑒2(𝑡),… , 𝑅𝑒𝑛(𝑡)
}

. Let 𝜋𝑒(𝑡) represent the revenue
obtained from processing all user tasks by the MEC server, which is
denoted as 𝜋𝑒(𝑡) = ∑𝑛

𝑖=1 𝑅
𝑒
𝑖 (𝑡)𝑞

𝑐
𝑖1(𝑡). Let 𝑐𝑒 represent the cost incurred by

the MEC server for each unit of energy consumption. When the amount
of tasks offloaded by all users exceeds the processing capacity of the
MEC server, the MEC server needs to pay a fee to the central cloud for
handling. Let 𝑞𝑟(𝑡) = max {0, 𝑞𝑐 (𝑡) − 𝑞𝑒} represent the tasks redirected to
the central cloud and 𝑅𝑐 represent the cost incurred by the MEC server
for offloading data to the central cloud per cycle. The optimization
problem 𝑬𝟏 of the MEC server can be modeled as

𝑬𝟏 ∶ max
𝑹(𝒕)

𝑠 = lim
𝑇→+∞

1
𝑇

𝑇−1
∑

𝑡=0
E{𝜋𝑒(𝑡) − 𝜖𝑒(𝑡)} (13)

s.t.0 ≤ 𝑅𝑒𝑖 (𝑡) ≤ 𝑅𝑒_max
𝑖 (𝑡), 𝑖 ∈ 𝑁 , 𝑡 ∈  , (14)

where 𝜖𝑒(𝑡) = 𝑐𝑒𝐻𝑒(𝑡) +𝑅𝑐𝑞𝑟(𝑡); 𝑅𝑒_max
𝑖 (𝑡) represents the maximum price

er cycle of data charged by the MEC server to user 𝑖.
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3.5.2. User utility optimization problem
A higher total task quantity processed by users in a time slot implies

a reduced task queue, thereby increasing user satisfaction. We adopt the
logarithmic utility function [21], modeling it as

𝜔𝑖(𝑡) = 𝜒
1
∑

𝑗=0
log2(1 + 𝑞𝑖𝑗 (𝑡)), (15)

where 𝜒 is a weight parameter.
In general, for a same task, the energy consumption resulting from

ocal execution exceeds that of transmitting the same quantity of of-
floaded tasks [22]. Therefore, we consider that offloading an appro-
priate amount of tasks remotely is advantageous for reducing energy
onsumption. Consequently, we incorporate the energy saved by of-
loading tasks compared to local processing into the user utility model.
he saved energy is modeled as

𝜓𝑖(𝑡) = 𝑘𝑢𝑖 [𝑓
𝑢
𝑖 ]

2𝑞𝑖1(𝑡)𝑑𝑖 −
𝑞𝑖1(𝑡)𝑝𝑖
𝑟𝑡𝑟𝑖

. (16)

Considering that the MEC server does not provide services to users
for free, user 𝑖 is required to pay a certain cost to the MEC server,
determined by the offloaded task cycle count. The offloading cost is

odeled as

𝑐𝑖(𝑡) = 𝑅𝑒𝑖 (𝑡)𝑞
𝑐
𝑖1(𝑡). (17)

The user’s utility is related to the total quantity of tasks handled by
the user and the energy savings achieved. The user’s costs are related to
the total energy consumption and the offloading costs. Therefore, the
user’s utility optimization problem 𝑷 𝟏 can be described as

𝑷 𝟏 ∶ max
𝑇 𝑡𝑟𝑖 (𝑡),𝑞𝑖0(𝑡)

𝑢𝑖 = lim
𝑇→+∞

1
𝑇

𝑇−1
∑

𝑡=0
E{𝑢𝑖(𝑡)} (18)

s.t.(2), (3), (5), (7) and (9),

where 𝑢𝑖(𝑡) = 𝜋𝑢𝑖 (𝑡) − 𝜖𝑢𝑖 (𝑡), 𝜋𝑢𝑖 (𝑡) = 𝜔𝑖(𝑡) + 𝜓𝑖(𝑡), 𝜖𝑢𝑖 (𝑡) = 𝐻𝑢
𝑖 (𝑡) + 𝜆𝑐𝑖(𝑡), and

is a weight parameter.

4. Problem analysis and solution

In this section, the game relationship and related processes between
the users and the MEC server will be introduced in detail. To transform
long-term optimization problem into multiple short-term optimization
problem and ensure the task queue’s stability, the Lyapunov optimiza-
tion theory will be adopted. The optimal strategies of both users and

EC will be taken into consideration.

4.1. The game relationship between users and MEC server

Without adequate incentive measures, the MEC server may be less
illing to participate in computation offloading [23]. To incentivize the

MEC server, we employ a strategy rooted in Stackelberg game theory
to enable multiple users and the MEC server to both achieve their
respective benefits. In this game process, the MEC server plays the role
of the leader, while users act as followers. In the 𝑡th time slot, firstly,
the MEC server will provide each user with an initial service quotation
𝑅𝑒𝑖 (𝑡). Secondly, each user is required to make task offloading strategy
(i.e., 𝑞𝑖0(𝑡) and 𝑇 𝑡𝑟𝑖 (𝑡)) based on the price. Subsequently, the MEC
server will update the corresponding prices based on the user’s remote
offloading task 𝑞𝑖1(𝑡) and its own computational capacity. Following
this, users will update their task offloading decisions. As this process
continues, through multiple iterative steps, until a balance is reached
between users’ task offloading decisions and the MEC server prices, the
iteration for the current time slot concludes. At this point, a Stackelberg
equilibrium is achieved between users and the MEC server.
5

4.2. Problem transformation based on Lyapunov optimization

Since the initial optimization problem involves the situation in
the long-term range, and the parameters such as energy acquisition
and task arrival will change over time, this makes it complicated to
solve the initial problem directly. However, Lyapunov optimization
can transform this long-term problem into multiple tractable short-
erm problems, so that only these short-term problems need to be dealt

with, and the original difficult problem can be solved more efficiently.
Moreover, through Lyapunov optimization, the user’s task queue can
remain stable (i.e., satisfying Eq. (3)). Therefore Lyapunov optimization
theory is employed.

The Lyapunov function for user 𝑖 can be defined as

𝐿𝑖(𝑡) ≜
1
2
[𝑄𝑖(𝑡)]2. (19)

Based on [24], the Lyapunov drift for user 𝑖 can be defined as

𝛥𝑖(𝑡) ≜ E
{

𝐿𝑖(𝑡 + 1) − 𝐿𝑖(𝑡)|𝑄𝑖(𝑡)
}

. (20)

To balance queue stability and user utility optimization, we intro-
uce the concept of drift-plus-penalty function, which makes a trade-off

between task queue stability and user utility. By incorporating an
additional penalty term into the Lyapunov function, we can optimize
he user utility while satisfying the queue stability condition.

To ensure queue stability, it is necessary to minimize Lyapunov
drift. However, the objective is to maximize user utility, we transform
the maximization of the user utility function into the minimization of
the user loss function (i.e., the negative of the user utility function).
The drift-plus-penalty function for user 𝑖 is represented as 𝛥𝑖(𝑡) −
𝑉 E

{

𝑢𝑖(𝑡)|𝑄𝑖(𝑡)
}

, where V is a non-negative weight parameter.
When considering Lyapunov drift-plus-penalty function, the lack of

information about the following time slot (i.e., 𝐿𝑖(𝑡 + 1)) makes direct
olving challenging. To remove the reliance on future information, we
se scaling to get an upper bound on this function.

Theorem 1. When a control parameter 𝑉 > 0 is chosen, and considering
that both 𝑞𝑖(𝑡) ∈

{

0, 1,… , 𝑄𝑖(𝑡)
}

and 𝑎𝑖(𝑡) ∈ {0, 1,… , 𝑎max}, we obtain
𝛥𝑖(𝑡) − 𝑉 E

{

𝑢𝑖(𝑡)|𝑄𝑖(𝑡)
}

≤ 𝑧 − E
{

𝑞𝑖(𝑡)[𝑄𝑖(𝑡) + 𝑎𝑖(𝑡)]|𝑄𝑖(𝑡)
}

−𝑉 E
{

𝑢𝑖(𝑡)|𝑄𝑖(𝑡)
}

, (21)

where 𝑧 = 1
2 {[𝑄𝑖(𝑡)]

2 + (𝑎max)2} +𝑄𝑖(𝑡)𝑎𝑖(𝑡).

Proof. Taking the square of both sides of Eq. (1) and we find that
𝑚𝑎𝑥[𝑥, 0])2 < 𝑥2 for any 𝑥 ∈ R. Therefore, the inequality can be
alculated as

[𝑄𝑖(𝑡 + 1)]2 = {

max{0, 𝑄𝑖(𝑡) − 𝑞𝑖(𝑡)} + 𝑎𝑖(𝑡)
}2

≤ [𝑄𝑖(𝑡) − 𝑞𝑖(𝑡)]2 + [𝑎𝑖(𝑡)]2
+ 2𝑎𝑖(𝑡)[𝑄𝑖(𝑡) − 𝑞𝑖(𝑡)]
= [𝑄𝑖(𝑡)]2 + [𝑞𝑖(𝑡)]2 + [𝑎𝑖(𝑡)]2
− 2𝑄𝑖(𝑡)𝑞𝑖(𝑡) + 2𝑎𝑖(𝑡)[𝑄𝑖(𝑡) − 𝑞𝑖(𝑡)]
≤ 2[𝑄𝑖(𝑡)]2 + (𝑎max)2 − 2𝑄𝑖(𝑡)𝑞𝑖(𝑡)
+ 2𝑎𝑖(𝑡)[𝑄𝑖(𝑡) − 𝑞𝑖(𝑡)]. (22)

Based on Definition (19) and the aforementioned inequality, the
Lagrangian function for the time slot 𝑡 + 1 is computed as

𝐿𝑖(𝑡 + 1) = 1
2
[𝑄𝑖(𝑡 + 1)]2

≤ [𝑄𝑖(𝑡)]2 +
(𝑎max)2

2
−𝑄𝑖(𝑡)𝑞𝑖(𝑡) (23)
+ 𝑎𝑖(𝑡)[𝑄𝑖(𝑡) − 𝑞𝑖(𝑡)].
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Based on Definitions (19) and (20), as well as Eq. (23), the inequal-
ty can be derived as

𝛥𝑖(𝑡) ≤
1
2
{[𝑄𝑖(𝑡)]2 + (𝑎max)2}

+ 𝑄𝑖(𝑡)𝑎𝑚𝑎𝑥𝑖 (𝑡) − E
{

𝑞𝑖(𝑡)[𝑄𝑖(𝑡) + 𝑎𝑖(𝑡)]|𝑄𝑖(𝑡)
}

. (24)

By adding the expression −𝑉 E
{

𝑢𝑖(𝑡)|𝑄𝑖(𝑡)
}

to both sides of Eq. (24),
we can deduce Eq. (21).

Taking into account the impact of task queue length on user expe-
rience, we incorporate the task queue length into the consideration of
user utility through Lyapunov optimization. According to Theorem 1,
the original problem 𝑷 𝟏 is transformed into 𝑷 𝟐, described as

𝑷 𝟐 ∶ min
𝑇 𝑡𝑟𝑖 (𝑡),𝑞𝑖0(𝑡)

𝑖(𝑡) = −{

𝑞𝑖(𝑡)[𝑄𝑖(𝑡) + 𝑎𝑖(𝑡)]
}

− 𝑉 𝑢𝑖(𝑡) (25)

s.t.(2), (5), (7) and (9).

4.3. Optimal strategy for users

Each user in the system can collect a certain amount of energy
during each time slot and store it in a battery. Users can use this
battery energy for local task processing or task offloading to the MEC
server. Each user must address two essential inquiries: (i) How many
tasks should be processed locally in each time slot; (ii) How much task
ransfer time is required in each time slot.

4.3.1. Optimal local task strategy
Referring to (25), we calculate the first-order partial derivative of

𝑖(𝑡) with respect to 𝑞𝑖0(𝑡) as
𝜕𝑖(𝑡)
𝜕 𝑞𝑖0(𝑡)

= −[𝑄𝑖(𝑡) + 𝑎𝑖(𝑡)]

− 𝑉 [
𝜒

(1 + 𝑞𝑖0(𝑡)) ln 2
− 𝑘𝑢𝑖 [𝑓

𝑢
𝑖 ]

2𝑑𝑖], (26)

and the second-order partial derivative of 𝑖(𝑡) with respect to 𝑞𝑖0(𝑡) is
omputed as
𝜕2𝑖(𝑡)
𝜕 𝑞𝑖0(𝑡)2

=
𝑉 𝜒

[1 + 𝑞𝑖0(𝑡)]2 ln 2
. (27)

Since Eq. (27) is non-negative, 𝑖(𝑡) exhibits convexity concerning
𝑞𝑖0(𝑡).

Following Eq. (25), we calculate the first-order partial derivative of
𝑖(𝑡) with respect to 𝑇 𝑡𝑟𝑖 (𝑡) as
𝜕𝑖(𝑡)
𝜕 𝑇 𝑡𝑟𝑖 (𝑡)

= −[𝑄𝑖(𝑡) + 𝑎𝑖(𝑡)]𝑟𝑡𝑟𝑖

− 𝑉 [
𝜒 𝑟𝑡𝑟𝑖 (𝑡)

(1 + 𝑞𝑖1(𝑡)) ln 2
+ 𝑘𝑢𝑖 [𝑓

𝑢
𝑖 ]

2𝑟𝑡𝑟𝑖 (𝑡)𝑑𝑖 + 𝐶], (28)

where 𝐶 = −2𝑝𝑖 − 𝜆𝑖𝑅𝑒𝑖 (𝑡)𝑟𝑡𝑟𝑖 𝑑𝑖; and the second-order partial derivative
of 𝑖(𝑡) with respect to 𝑇 𝑡𝑟𝑖 (𝑡) is calculated as
𝜕2𝑖(𝑡)
𝜕 𝑇 𝑡𝑟𝑖 (𝑡)2

=
𝑉 𝜒(𝑟𝑡𝑟𝑖 (𝑡))2

(1 + 𝑞𝑖1(𝑡))2 ln 2
. (29)

Since Eq. (29) is non-negative, 𝑖(𝑡) is also convex with respect to
𝑡𝑟
𝑖 (𝑡). In conclusion, 𝑖(𝑡) is a convex function with respect to 𝑞𝑖0(𝑡) and
s also convex with respect to 𝑇 𝑡𝑟𝑖 (𝑡), and the constraints of problem 𝑷 𝟐

are affine. Therefore, 𝑷 𝟐 can be solved using the method of Lagrange
multipliers. Let 𝝁 = {𝜇1, 𝜇2,… , 𝜇6} denote the Lagrange multipliers.
Similar to [25], the Lagrangian function of Eq. (25) is expressed as

𝑖(𝑞𝑖0(𝑡), 𝑇 𝑡𝑟𝑖 (𝑡),𝝁) = 𝑖(𝑡) + 𝜇1[𝑞𝑖(𝑡) −𝑄𝑖(𝑡)]
+ 𝜇2[𝐻𝑢

𝑖 (𝑡) − 𝐵𝑖(𝑡)] + 𝜇3[𝑇 𝑡𝑟𝑖 (𝑡) − 𝜏]

− 𝜇 𝑇 𝑡𝑟 + 𝜇 [𝑞 (𝑡) − 𝑓 𝑢𝑖 𝜏 ] − 𝜇 𝑞 (𝑡). (30)
6
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6 𝑖0
The first-order partial derivative of 𝑖 with respect to 𝑞𝑖0(𝑡) is given
by the following expression
𝜕𝑖
𝜕 𝑞𝑖0(𝑡)

=
𝜕𝑖(𝑡)
𝜕 𝑞𝑖0(𝑡)

+ 𝜇1 + 𝜇2𝑘𝑢𝑖 (𝑓
𝑢
𝑖 )

2𝑑𝑖 + 𝜇5 − 𝜇6. (31)

Solving for 𝜕𝑖∕𝜕 𝑞𝑖0(𝑡) = 0, the optimal local task workload 𝑞∗𝑖0(𝑡)
can be calculated as

𝑞∗𝑖0(𝑡) =
𝑉 𝜒
𝑔 ln 2 − 1, (32)

where 𝑔 = [𝜇1 + 𝜇5 − 𝜇6 −𝑄𝑖(𝑡) − 𝑎𝑖(𝑡)] + 𝑘𝑢𝑖 (𝑓 𝑢𝑖 )2𝑑𝑖[𝜇2 + 𝑉 ].

4.3.2. Optimal offloading task strategy
Compute the first-order partial derivative of 𝑖 with respect to 𝑇 𝑡𝑟𝑖 (𝑡),

𝜕𝑖
𝜕 𝑇 𝑡𝑟𝑖 (𝑡)

=
𝜕𝑖(𝑡)
𝜕 𝑇 𝑡𝑟𝑖 (𝑡)

+ 𝜇1𝑟𝑡𝑟𝑖 + 𝜇2𝑝𝑖 + 𝜇3 − 𝜇4. (33)

By solving for 𝜕𝑖∕𝜕 𝑇 𝑡𝑟𝑖 (𝑡) = 0, the optimal task transmission time
𝑡𝑟
𝑖 (𝑡) can be obtained as

𝑇 ∗
𝑖 (𝑡) =

𝑉 𝜒
𝑦 ln 2 − 1

𝑟𝑡𝑟𝑖
, (34)

where 𝑦 = [𝑉 𝜆𝑅𝑒𝑖 (𝑡)𝑑𝑖 −𝑄𝑖(𝑡) − 𝑎𝑖(𝑡) + 𝜇1 − 𝑉 𝑘𝑢𝑖 (𝑓 𝑢𝑖 )2𝑑𝑖]𝑟𝑡𝑟𝑖 + [2𝑉 + 𝜇2]𝑝𝑖 +
3 − 𝜇4.

To ensure that the user 𝑖 maintains an transmission time 𝑇 ∗
𝑖 (𝑡) ≥ 0,

e solve for 𝑇 ∗
𝑖 (𝑡) = 0 to obtain the maximum price the user 𝑖 can

ccept, denoted as 𝑅𝑒_max
𝑖 (𝑡).

𝑅𝑒_max
𝑖 (𝑡) = 𝜒

𝜆𝑑𝑖 ln 2
+
𝜇4 − 𝜇3 − 𝑝𝑖(2𝑉 + 𝜇2)

𝑉 𝜆𝑑𝑖𝑟𝑡𝑟𝑖
+
𝑄𝑖(𝑡) + 𝑎𝑖(𝑡) − 𝜇1 + 𝑉 𝑘𝑢𝑖 (𝑓 𝑢𝑖 )2𝑑𝑖

𝑉 𝜆𝑑𝑖
. (35)

By referring to Eq. (34), we can obtain the optimal amount of
remote offloading tasks (i.e., 𝑞∗𝑖1(𝑡)) for user 𝑖 within the 𝑡th time slot.

𝑞∗𝑖1(𝑡) = 𝑇 ∗
𝑖 (𝑡)𝑟

𝑡𝑟
𝑖 . (36)

4.4. Optimal strategy for MEC server

According to the dynamic programming theory, it breaks down the
roblem into a sequence of sub-problems, and uses the properties of
verlapping sub-problems to reduce the amount of computation. In the
ame way, in long-term optimization problem, each time slot can be
onsidered a stage, and by making optimal strategies in each stage,
ptimal result can be achieved in the long run. According to [17], the

optimization problem 𝑬𝟏 can be transformed into 𝑬𝟐 as

𝑬𝟐 ∶ max
𝑹(𝒕)

(𝑡) = 𝜋𝑒(𝑡) − 𝜖𝑒(𝑡) (37)

s.t.(14).

For the MEC server, the optimal price (i.e., 𝑅𝑒𝑖 (𝑡)) for each user
eeds to be determined. By combining Eqs. (36) and (37), the first-order

partial derivative of (𝑡) with respect to 𝑅𝑒𝑖 (𝑡) is calculated as

𝜕(𝑡)
𝜕 𝑅𝑒𝑖 (𝑡)

=

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑞∗𝑖1(𝑡)𝑑𝑖 if𝑞𝑒 < 𝑞𝑐 (𝑡);

−
𝑉 2𝜆𝑑2𝑖 [𝑟

𝑡𝑟
𝑖 ]

2𝜒
𝑦2 ln 2 [𝑅𝑒𝑖 (𝑡) − 𝑅𝑐 ],

𝑞∗𝑖1(𝑡)𝑑𝑖 if𝑞𝑒 ≥ 𝑞𝑐 (𝑡);

−
𝑉 2𝜆𝑑2𝑖 [𝑟

𝑡𝑟
𝑖 ]

2𝜒
𝑦2 ln 2 [𝑅𝑒𝑖 (𝑡) − 𝑐𝑒𝑘𝑒(𝑓 𝑒)2],

(38)

and the second-order partial derivative of (𝑡) with respect to 𝑅𝑒𝑖 (𝑡) is
alculated as

𝜕2(𝑡)
𝜕 𝑅𝑒𝑖 (𝑡)2

=

⎧

⎪

⎨

⎪

2𝑉 2𝜆𝑑2𝑖 [𝑟
𝑡𝑟
𝑖 ]

2𝜒 𝑧1
𝑦3 ln 2 , if𝑞𝑒 < 𝑞𝑐 (𝑡);

2𝑉 2𝜆𝑑2𝑖 [𝑟
𝑡𝑟
𝑖 ]

2𝜒 𝑧2 , if𝑞𝑒 ≥ 𝑞𝑐 (𝑡);
(39)
⎩ 𝑦3 ln 2
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where 𝑧1 = [𝑄𝑖(𝑡) + 𝑎𝑖(𝑡) −𝜇1 +𝑉 𝑘𝑢𝑖 (𝑓 𝑢𝑖 )2𝑑𝑖 −𝑉 𝜆𝑅𝑐𝑖 (𝑡)𝑑𝑖]𝑟𝑡𝑟𝑖 − [2𝑉 +𝜇2]𝑝𝑖 −
𝜇3 + 𝜇4 and 𝑧2 = [𝑄𝑖(𝑡) + 𝑎𝑖(𝑡) − 𝜇1 + 𝑉 𝑘𝑢𝑖 (𝑓 𝑢𝑖 )2𝑑𝑖 − 𝑉 𝜆𝑐𝑒𝑘𝑒(𝑓 𝑒)2𝑑𝑖]𝑟𝑡𝑟𝑖 −
[2𝑉 + 𝜇2]𝑝𝑖 − 𝜇3 + 𝜇4.

Due to 𝑦 > 0 and the numerator of the second derivative of (𝑡)
ith respect to 𝑅𝑒𝑖 (𝑡) being constant when the MEC server makes game
ecisions, the sign of the second derivative depends on the sign of the
umerator. Consequently, in any iteration, (𝑡) is either a concave or
onvex function relative to 𝑅𝑒𝑖 (𝑡). If (𝑡) exhibits convexity concerning
𝑅𝑒𝑖 (𝑡), then the optimal solution of 𝑅𝑒𝑖 (𝑡) is at one of the endpoints of the
constraint range. Therefore, we can deduce that the optimal solution for
𝑅𝑒𝑖 (𝑡), denoted as 𝑅∗

𝑖 (𝑡), is calculated as

𝑅∗
𝑖 (𝑡) = 𝑅𝑒_max

𝑖 (𝑡). (40)

If (𝑡) exhibits concavity concerning 𝑅𝑒𝑖 (𝑡), and it is straightforward
to ascertain that the constraints of optimization problem 𝑬𝟐 are affine,
then we can employ the Lagrange multiplier method to obtain the
solution for 𝑅∗

𝑖 (𝑡). The Lagrangian function for Eq. (37) is expressed
as

𝑒(𝑹(𝒕), 𝜼) = (𝑡) − 𝜂1𝑅𝑒𝑖 (𝑡) + 𝜂2[𝑅𝑒𝑖 (𝑡) − 𝑅𝑒_max
𝑖 (𝑡)], (41)

where 𝜼 = {𝜂1, 𝜂2} denotes the Lagrange multipliers, with each multi-
lier being non-negative.

By solving for 𝜕𝑒∕𝜕 𝑅𝑒𝑖 (𝑡) = 0, the optimal processing price 𝑅∗
𝑖 (𝑡) is

calculated as

𝑅∗
𝑖 (𝑡) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

[𝑞∗𝑖1(𝑡)𝑑𝑖 − 𝜂1 + 𝜂2]
𝑦2 ln 2

𝑉 2𝜆𝑑2𝑖 (𝑟
𝑡𝑟
𝑖 )

2𝜒
if𝑞𝑒 < 𝑞𝑐 (𝑡);

+𝑅𝑐 ,

[𝑞∗𝑖1(𝑡)𝑑𝑖 − 𝜂1 + 𝜂2]
𝑦2 ln 2

𝑉 2𝜆𝑑2𝑖 (𝑟
𝑡𝑟
𝑖 )

2𝜒
if𝑞𝑒 ≥ 𝑞𝑐 (𝑡);

+𝑐𝑒𝑘𝑒(𝑓 𝑒)2,

(42)

4.5. Stackelberg equilibrium analysis

In this section, we demonstrate that the optimal strategy
(

𝑇 ∗
𝑖 (𝑡), 𝑅∗

𝑖
(𝑡)), 𝑖 ∈ 𝑁 between the users and the MEC server is the Stakelberg
equilibrium solution. We consider the MEC server as a leader in a
tackelberg game, and users as followers. For simplicity, the game equi-
ibrium within a time slot will be analyzed. The Stackelberg equilibrium
s defined in the following.

Definition 1. (

𝑇 𝑆 𝐸𝑖 (𝑡), 𝑅𝑆 𝐸𝑖 (𝑡)
)

is a Stackelberg equilibrium solution
when the price 𝑅∗

𝑖 (𝑡) of leader is determined, and 𝑇 𝑆 𝐸𝑖 (𝑡) satisfies

𝑖
(

𝑇 𝑆 𝐸𝑖 (𝑡)
)

= inf
𝑇min
𝑖 (𝑡)≤𝑇 𝑡𝑟𝑖 (𝑡)≤𝑇max

𝑖 (𝑡)

{

𝑖
(

𝑇 𝑡𝑟𝑖 (𝑡)
)}

,∀𝑡 ∈  , (43)

and when the task transmission time 𝑇 ∗
𝑖 (𝑡) is determined, and 𝑅𝑆 𝐸𝑖 (𝑡)

atisfies


(

𝑅𝑆 𝐸𝑖 (𝑡)
)

= sup
𝑅min
𝑖 (𝑡)≤𝑅𝑒𝑖 (𝑡)≤𝑅

max
𝑖 (𝑡)

{


(

𝑅𝑒𝑖 (𝑡)
)}

,∀𝑡 ∈  . (44)

Next, it will be verified whether the optimal solution
(

𝑇 ∗
𝑖 (𝑡), 𝑅∗

𝑖 (𝑡)
)

s the Stackelberg equilibrium solution
(

𝑇 𝑆 𝐸𝑖 (𝑡), 𝑅𝑆 𝐸𝑖 (𝑡)
)

.

Lemma 2. If the price 𝑅∗
𝑖 (𝑡) of the leader is fixed, the function 𝑖

(

𝑇 𝑡𝑟𝑖 (𝑡)
)

of user 𝑖 takes the minimum value at 𝑇 ∗
𝑖 .

Proof. Based on Eq. (29), 𝑖(𝑡) exhibits convexity concerning 𝑇 𝑡𝑟𝑖 (𝑡),
indicating that the function 𝑖(𝑡) attains its minimum value at 𝑇 ∗

𝑖 (𝑡).
ccording to Definition 1, 𝑇 ∗

𝑖 (𝑡) is the 𝑇 𝑆 𝐸𝑖 (𝑡).

Lemma 3. For users, the optimal task transmission time 𝑇 ∗
𝑖 (𝑡) decreases

with the increased price 𝑅𝑒𝑖 (𝑡).
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Proof. By taking the first-order partial derivative of Eq. (34) with
espect to 𝑅𝑒𝑖 (𝑡), 𝜕 𝑇 ∗

𝑖 (𝑡)∕𝜕 𝑅𝑒𝑖 (𝑡) = −𝑉 2𝜒 𝜆𝑑𝑖𝑟𝑡𝑟𝑖 ∕ (𝑦 ln 2)2 is obtained. It is
vident that 𝜕 𝑇 ∗

𝑖 (𝑡)∕𝜕 𝑅𝑒𝑖 (𝑡) < 0, indicating that 𝑇 𝑡𝑟𝑖 (𝑡) decreases as 𝑅𝑒𝑖 (𝑡)
ncreases. This implies that as the price of the MEC server increases,
sers are less willing to offload tasks.

Lemma 4. If the optimal task transmission time 𝑇 ∗
𝑖 (𝑡) of user 𝑖 is fixed,

the 
(

𝑅𝑒𝑖 (𝑡)
)

of the MEC server takes the maximum value at 𝑅∗
𝑖 (𝑡).

Proof. Based on the optimal strategy for the MEC server discussed
n this section of the paper, it can be concluded that the optimization
unction (i.e., (𝑡)) of the MEC server is either concave or convex with
espect to the variable 𝑅𝑒𝑖 (𝑡) in each iteration. When the optimization
unction (𝑡) is convex, the efficiency of the MEC server reaches its
aximum at 𝑅𝑒𝑖 (𝑡) = 𝑅∗

𝑖 (𝑡), as shown in Eq. (40). Similarly, when (𝑡)
is concave, the efficiency of the MEC server reaches its maximum at
𝑅𝑒𝑖 (𝑡) = 𝑅∗

𝑖 (𝑡), as indicated by Eq. (42). According to Definition 1,
𝑅𝑆 𝐸𝑖 (𝑡) = 𝑅∗

𝑖 (𝑡).

In conclusion,
(

𝑇 ∗
𝑖 (𝑡), 𝑅∗

𝑖 (𝑡)
)

represents the optimal decision for task
transmission time and price, and it is also the Stackelberg equilibrium
solution

(

𝑇 𝑆 𝐸𝑖 (𝑡), 𝑅𝑆 𝐸𝑖 (𝑡)
)

.

5. Multi-device task offloading and pricing mechanism algorithm

We will delve into the updates of Lagrange multipliers and MEC
server prices in this section. At the end of this section, pseudocode for
the algorithm that describes the game process between users and the

EC server is provided.

5.1. Lagrange multiplier update strategy

According to Eqs. (32) and (34), the optimal local task workload and
task transmission time can be determined, respectively. As the results
re obtained using the Lagrange multiplier method, it is necessary to

update these multipliers to ensure the satisfaction of constraints during
the optimization process. A standard subgradient method is employed
to update the Lagrange multipliers (i.e., 𝝁). The update method is
hown as

𝜇1 =
{

𝜇1 + 𝛼
[

𝑞𝑖(𝑡) −𝑄𝑖(𝑡)
]}+ ,

2 =
{

𝜇2 + 𝛼
[

𝐻𝑢
𝑖 (𝑡) − 𝐵𝑖(𝑡)

]}+ ,

3 =
{

𝜇3 + 𝛼
[

𝑇 ∗
𝑖 (𝑡) − 𝜏

]}+ ,

4 =
[

𝜇4 − 𝛼 𝑇 ∗
𝑖 (𝑡)

]+ , (45)

5 =
{

𝜇5 + 𝛼
[

𝑞∗𝑖0(𝑡) −
𝑓 𝑢𝑖 𝜏
𝑑𝑖

]}+

,

𝜇6 =
[

𝜇6 − 𝛼 𝑞∗𝑖0(𝑡)
]+ ,

where 𝛼 represents the iteration step size and [𝑥]+ = max{0, 𝑥}.
The local task workload and task transmission time for each user are

computed by updating the Lagrange multipliers and the price in each
iteration.

5.2. Price update strategy

In one iteration, when the function (𝑡) exhibits convexity con-
cerning the price 𝑅𝑒𝑖 (𝑡), the optimal price 𝑅∗

𝑖 (𝑡) = 𝑅𝑒_max
𝑖 (𝑡). However,

when the function (𝑡) is concave with respect to the price 𝑅𝑒𝑖 (𝑡), it is
difficult to compute the optimal price 𝑅∗

𝑖 (𝑡) based on 𝜕(𝑡)∕𝜕 𝑅𝑒𝑖 (𝑡) = 0.
To address this, the gradient ascent method is employed to update the
price 𝑅𝑒𝑖 (𝑡), using the first-order partial derivative of the MEC server
utility function with respect to the price as the Marginal Utility [26] to
update the price. The update expression can be derived as

𝑅𝑒_𝜅+1𝑖 (𝑡) = 𝑅𝑒_𝜅𝑖 (𝑡) + 𝛽 𝜕(𝑡)
𝑒_𝜅 , (46)
𝜕 𝑅𝑖 (𝑡)
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where 𝛽 represents the iteration step size and 𝜅 represents the number
of iterations within the current time slot.

Due to the constraint (14), after one iteration, the service price of
he MEC server is calculated as

𝑅𝑒_𝜅+1𝑖 (𝑡) = min
{

𝑅𝑒_max
𝑖 (𝑡),max

{

0, 𝑅𝑒_𝜅𝑖 (𝑡)
}}

. (47)

Finally, the price of the (𝜅 + 1)-th iteration within the 𝑡th time slot
an be expressed as

𝑅𝑒_𝜅+1𝑖 (𝑡) =
⎧

⎪

⎨

⎪

⎩

𝑅𝑒_𝜅𝑖 (𝑡), if 𝜕2(𝑡)
𝜕 𝑅𝑒_𝜅𝑖 (𝑡)2 ≤ 0;

𝑅𝑒_max
𝑖 (𝑡), if 𝜕2(𝑡)

𝜕 𝑅𝑒_𝜅𝑖 (𝑡)2 > 0;
(48)

To provide a clearer description of the price updating process, the
seudocode for price updating is presented in the Alg. 1.

Algorithm 1 Price Update Algorithm

1: Input:𝑘𝑢𝑖 , 𝑓
𝑢
𝑖 , 𝑑𝑖, 𝜏, 𝑝𝑖, 𝝁, 𝑟𝑡𝑟𝑖 , 𝑘𝑒, 𝑉 , 𝜆, 𝜒 , 𝑓 𝑒, 𝑐𝑒, 𝑅𝑐 , 𝑞𝑐 , 𝑖 ∈ 𝑁 ;

2: Output:𝑅𝑒𝑖 (𝑡), 𝑖 ∈ 𝑁 ;
3: for all 𝑖 ∈ 𝑁 do
4: Calculate 𝜕(𝑡)∕𝜕 𝑅𝑒𝑖 (𝑡) based on Eq. (38);
5: Calculate 𝜕2(𝑡)∕𝜕 𝑅𝑒𝑖 (𝑡)2 based on Eq. (39);
6: Calculate 𝑅𝑒_max

𝑖 (𝑡) based on Eq. (40);
7: Calculate 𝑅𝑒_𝑖𝑡𝑖 (𝑡) based on Eq. (47);
8: Calculate 𝑅𝑒𝑖 (𝑡) based on Eq. (48);
9: end for

5.3. Multi-device task offloading and pricing mechanism algorithm

By integrating the content in Section 4 and Section 5 of this pa-
er, the optimization of 𝑞𝑖0(𝑡), 𝑇 𝑡𝑟𝑖 (𝑡), and 𝑅𝑒𝑖 (𝑡) for each time slot is

formulated. The implementation process of the proposed Multi-Device
Task Offloading and Pricing Mechanism Algorithm is outlined in the
Alg. 2. The core of this algorithm lies in lines 8 to 22 of the pseu-
ocode. In pseudocode, lines 8 to 13 describe how each user calculates
ocal processing tasks and transfer time based on price. Lines 14 to
8 demonstrate the redistribution of transmission time for each user
sing time slot constraints when the total transmission time of all
sers exceeds one time slot. Lines 19 to 22 illustrate how the MEC
erver updates the prices based on each user’s offloading tasks. The
ime complexity of the algorithm primarily arises from the iterative
omputation of task offloading and pricing for each user device. In each
ime slot, the time complexity is 𝑂(𝐷 ⋅ 𝑁), where 𝐷 is the number of
terations and 𝑁 is the number of users.

6. Performance evaluation

In order to assess the validity of MDTOPMA, we will organize three
istinct sets of simulations. First of all, we demonstrate the convergence
f the game through iterative experiments within a time slot. And the

stability of the queue is validated through experiments spanning mul-
iple time slots. Second, under the premise of confirming the existence
f game equilibrium, we will focus on parameter tuning experiments
o evaluate the impact of different parameters on performance. Finally,
n empirical study is conducted to compare it with the benchmark
chemes.

6.1. Simulation setting

For each user, the CPU computing frequency 𝑓 𝑢𝑖 is uniformly dis-
tributed within [0.9, 1.2] GHz [15] and the capacitance switching coef-
icient 𝑘𝑢𝑖 is distributed within [10−28, 10−27] [18,19]. The transmission

power 𝑝𝑖 is uniformly distributed within [100,150] mW [11]. The task
arrival quantity 𝑎 (𝑡) follows a uniform distribution within the range
8

𝑖 t
Algorithm 2 Multi-Device Task Offloading and Pricing Mechanism
Algorithm (MDTOPMA)
1: Input:𝑘𝑢𝑖 , 𝑓

𝑢
𝑖 , 𝑑𝑖, 𝜏, 𝑝𝑖, 𝐵max

𝑖 , 𝑤, ℎ𝑖, 𝑛0, 𝑘𝑒, 𝑓 𝑒, 𝑐𝑒, 𝑅𝑐 , 𝑖 ∈ 𝑁 ;
2: Output:optimal solution 𝑞∗𝑖0(𝑡), 𝑇

∗
𝑖 (𝑡), 𝑅

∗
𝑖 (𝑡), 𝑖 ∈ 𝑁 , 𝑡 ∈  , 𝑡𝑜𝑡𝑎𝑙 𝐼 𝑡;

3: initial 𝜆, 𝛼, 𝛽, 𝑄𝑖(0), 𝐵𝑖(0), 𝝁 ← [𝜇1, ..., 𝜇6], 𝝈 ← [𝜎1, ..., 𝜎6];
4: 𝝁𝒑𝒓𝒆 ← 𝝁;
5: for all 𝑖 ∈ 𝑁 do
6: Calculate 𝑟𝑡𝑟𝑖 by Eq. (10);
7: end for
8: for 𝑡 ∈  do
9: 𝑖𝑡← 0;
0: while 𝑖𝑡 ≤ 𝑡𝑜𝑡𝑎𝑙 𝐼 𝑡 or 𝝁 − 𝝁𝒑𝒓𝒆 ≥ 𝝈 do
1: for all 𝑖 ∈ 𝑁 do
2: Calculate 𝑞𝑖0(𝑡) and 𝑇 𝑡𝑟𝑖 (𝑡) according to
3: Eq. (32) and Eq. (34) respectively;
4: 𝑡𝑖𝑚𝑒 ← 𝑡𝑖𝑚𝑒 + 𝑇 𝑡𝑟𝑖 (𝑡);
5: end for
6: if 𝑡𝑖𝑚𝑒 > 𝜏 then
7: for all 𝑖 ∈ 𝑁 do
8: 𝑇 𝑡𝑟𝑖 (𝑡) ← 𝜏 𝑇 𝑡𝑟𝑖 (𝑡)∕𝑡𝑖𝑚𝑒;
9: end for
0: end if
1: for 𝑖 ∈ 𝑁 do
2: 𝑞𝑐𝑖1(𝑡) ← 𝑇 𝑡𝑟𝑖 (𝑡)𝑟𝑡𝑟𝑖 ∕𝑑𝑖;
3: 𝑞𝑐 ← 𝑞𝑐 + 𝑞𝑐𝑖1(𝑡), 𝑖 ← 𝑖 + 1;
4: end for
5: Call Algorithm 1;
6: 𝝁𝒑𝒓𝒆 ← 𝝁, calculate 𝝁 by Eq. (45);
7: 𝑖𝑡← 𝑖𝑡 + 1;
8: end while
9: 𝑞∗𝑖0(𝑡) ← 𝑞𝑖0(𝑡), 𝑇 ∗

𝑖 (𝑡) ← 𝑇 𝑡𝑟𝑖 (𝑡), 𝑅∗
𝑖 (𝑡) ← 𝑅𝑒𝑖 (𝑡);

0: end for

of [2000, 6000] bits [11]. The bandwidth of the base station 𝑤 is
et to 20 MHz [27]. The task computation density 𝑑𝑖 is uniformly
istributed within [2,12]×103 cycles/bit. The time slot duration 𝜏 is
onfigured as 0.1 s [28]. 𝜆 is set to 100. The noise power density
𝑛0 is set to 10−9 W/Hz. The channel gain adheres to an exponential
distribution, denoted as E(1) [29]. The harvested energy 𝑒𝑖(𝑡) is uni-
ormly distributed within [0, 20] mJ/s [30]. For the MEC server, the

CPU computing frequency 𝑓 𝑒 is set to 3 GHz [27] and the capacitance
switching coefficient 𝑘𝑒 is set to 10−28 [19]. All the simulations are
erformed on a workstation PC with an Intel i5 12600KF processor,
6 GB of memory, and Windows 10 operating system.

6.2. Game convergence simulation experiments

In this simulation, we primarily focus on the convergence of the
Stackelberg game and the stability of the system. For ease of obser-
vation, there are 4 users considered in this simulation. In Fig. 2, we
plot the differentiated prices of the MEC server, tasks offloaded by
users, tasks processed locally by users, and user utility as the number of
iterations accumulates. Fig. 2(a) shows that the prices of the MEC server
tend to stabilize after a certain number of iterations. In the figure, the
inal price obtained by each user through the game is different. This

is attributed to the heterogeneity among users, for instance, a certain
user with higher energy consumption when processing tasks locally
tends to lean towards offloading tasks. By observing Eq. (42), it can be
seen that 𝜕2𝑅∗

𝑖 (𝑡)∕𝜕 𝑞∗𝑖1(𝑡)2 > 0, the MEC server will increase the service
price of the user accordingly. In addition, since each user’s task arrival
and energy collection may be different, this will also result in varying
task size offloaded by each user, consequently leading to differentiated
pricing by the MEC server. Fig. 2(b) and Fig. 2(c) demonstrate that
he offloaded tasks and locally processed tasks for each user tend to
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Fig. 2. Price, offloaded tasks, locally processed tasks, and user utility versus iteration.

Fig. 3. Price, offloaded tasks, locally processed tasks, and queue backlog versus time.
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Fig. 4. Average processed tasks and queue backlog vary with different values of 𝑉 .

stabilize after a certain number of iterations. The trend in Fig. 2(b)
exhibits a characteristic of initially increasing and then decreasing.
This phenomenon stems from the relatively low initial prices depicted
in Fig. 2(a), resulting in a sharp increase in the tasks offloaded by
sers. However, as prices rise, the offloaded tasks gradually decrease,
ligning with the anticipated trend. Additionally, Lemma 3 can be
sed to substantiate this observation. If the MEC server offers a higher

price to a particular user, that user typically reduces the amount of
asks offloaded, such as user 3. Based on the three previous figures in

Fig. 2, it can be inferred that user utility also tends to stabilize with the
number of iterations, which aligns with the results shown in Fig. 2(d).
According to the results in Fig. 2, it can be confirmed that there exists a
tackelberg equilibrium between the users and the MEC server within
 time slot.

In Fig. 3, we present the variations of the MEC server prices, user
offloaded tasks, user local processing tasks, and the backlog in the user
task queue with varying time slots. Fig. 3(a) illustrates the gradual
tabilization of differential prices provided by the MEC server to every
ser during long-term evolution. Due to the heterogeneity of users and
he varying task arrival rates and energy harvesting conditions in each
ime slot, the prices calculated through the game may also differ for
ach user. Fig. 3(b) depicts the increasing trend of remote offloaded
asks for each user starting from zero and gradually decreasing there-

after. This pattern can be attributed to the initially low prices shown in
Fig. 3(a), which encourage users to offload more tasks. However, as the
prices subsequently rise, users’ inclination for offloading diminishes,
leading to a reduction in the amount of offloaded tasks. Fig. 3(c) and
Fig. 3(d) illustrate the steady state of user local processing tasks and
user task queue during long-term evolution, respectively. The arrival
of tasks in each time slot is uncertain, so the queue in Fig. 3(d) shows
10
Fig. 5. Average remote offloaded tasks with different values of 𝑎𝑖(𝑡).

a state of continuous ups and downs. But overall, the task queue is
radually stabilizing. This is consistent with what we expect to achieve
ith Lyapunov optimization.

Observing both Fig. 2 and Fig. 3, it is evident that the game
onverges in both short-term and long-term scenarios, ensuring the
ong-term stability of the MEC system.

6.3. Parameter tuning simulation experiments

In this simulation, multiple experiments are conducted to demon-
strate the dynamic task offloading and update of prices with consid-
eration of 20 users. In Fig. 4, the average processed tasks and queue
backlog for users are plotted with varying parameter 𝑉 . Fig. 4(a)
depicts how the average processed tasks correlates with the parameter
𝑉 . The observed phenomenon shows that as 𝑉 decreases, the average
processing tasks present a downward trend. According to Eq. (25), as
the parameter 𝑉 decreases, the proportion of −𝑄𝑖(𝑡) in the minimization
Eq. (25) increases, which means that the task queue backlog will show
an upward trend. Therefore, it can be deduced that as V decreases,
the average processing tasks of users will show a downward trend.
This aligns with the findings exhibited in Fig. 4(a). Fig. 4(b) illustrates
ow the average queue backlog varies with the parameter 𝑉 . As 𝑉
ncreases, we can observe a decreasing trend in the queue backlog. This

phenomenon aligns with the trend of increasing processed tasks shown
in Fig. 4(a).

Fig. 5, the average remote offloaded tasks for users are plotted with
varying 𝑎𝑖(𝑡). It can be observed that as the task arrival rate increases,
the average number of tasks offloaded by users also increases. This is
because with an increase in the task arrival rate, the backlog in the task
queue also grows. To maintain queue stability, users tend to offload
more tasks.

In Fig. 6, we plot the offloaded tasks, prices, and the MEC server util-
ity with varying values of the parameter 𝜆. In Fig. 6(a), as 𝜆 increases,
the convergence price of the MEC server decreases. This is because
𝜆 is weighted on the offloading cost function (i.e., 𝑐𝑖(𝑡)) of users.
With increase of 𝜆, the proportion of user offloading costs increases,
leading to a decreased inclination among users for task offloading.

onsequently, MEC server stimulate task offloading by reducing prices.
n Fig. 6(b), as the value of 𝜆 decreases, users tend to offload more

tasks. This is because a lower 𝜆 results in a smaller proportion of user
offloading costs, leading to an increased desire for task offloading.
Fig. 6(c) illustrates that the effectiveness of the MEC server increases

ith lower 𝜆. This experimental result can be calculated based on the
xperimental data in Fig. 6(a) and Fig. 6(b).

6.4. Comparison with benchmark schemes

To further evaluate the MDTOPMA′s performance, there are three
schemes compared with MDTOPMA:
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• Local-Only Processing (LOP) scheme [19]: In each time slot,
users solely process all tasks locally, i.e., 𝑇 ∗

𝑖 (𝑡) = 0.
• Average Time-Constrained Task Offloading (ATCTO) scheme:

In each time slot, the channel transmission time for each user’s of-
floaded tasks must not surpass a predefined threshold, i.e., 𝑇 𝑡𝑟𝑖 (𝑡) ≤
𝜏∕𝑛. The ATCTO scheme is inspired by the Equal Allocation Strat-
egy from [11], which emphasizes fairly distributing the offloading
time among users.

• Genetic Algorithm (GA) scheme: In this study, we use a genetic
algorithm for comparison and initialize a population of 20 indi-
viduals, each representing offloading strategies for users and a
pricing strategy for the MEC server. After multiple iterations, we
select the individual with the highest fitness for comparison.

In Fig. 7, the average user utility and average queue backlog are
plotted alongside different algorithm schemes. In the experimental
results, our MDTOPMA surpasses the other schemes in user utility
and task queue backlog. In Fig. 7(a), it can be observed that the
improvement in user utility by LOP is significantly smaller than other
schemes. This is because LOP only allows users to process tasks locally,
neglecting the computing capacity of the MEC server, and the energy
onsumption of remote offloading is generally lower than the energy
onsumption generated by local computing tasks. Fig. 7(b) demon-

strates that the task queue backlog of LOP is significantly higher than
that of our proposed algorithm. This is mainly due to the fact that LOP
does not utilize the MEC server’s computational resources. In Fig. 7,
the performance of ATCTO is less than our scheme. For instance, if a
ser calculates the optimal transmission time T, such that 𝑇 ∗

𝑖 (𝑡) > 𝜏∕𝑛,
but is constrained by 𝑇 𝑡𝑟𝑖 (𝑡) ≤ 𝜏∕𝑛, it results in the user being unable to
achieve the optimal performance. Although ATCTO allows each user to
have a transmission time ranging from 0 to 𝜏∕𝑛, ensuring that each user
has a fair opportunity to utilize network resources, achieving better
performance is challenging. In Fig. 7, GA’s task queue performance is
better than ATCTO, but the user benefit is lower than ATCTO. This
is due to the randomness of GA. Even when the price is high, users
11
may still choose to remotely offload many tasks, resulting in reduced
utilities.

7. Conclusion

In this paper, we study a task offloading problem for a MEC system
onsisting of three layers of cloud–edge-device, where each user ter-
inal device supports EH. While solving the optimization problem, the

yapunov optimization theory is applied to convert the long-term prob-
em into problem of each time slot and stabilize the task queue of each
ser. In order to reasonably allocate resources between the users and
he MEC server, the Stackelberg game theory is employed to regulate
esources. Combining the above two theories, we apply the MDTOPMA
o solve the optimal offloading strategy of each user and the pricing
trategy of the MEC server in each time slot. The simulation experiment
esults indicate that, when compared to other algorithms, MDTOPMA
ot only enhances user benefits but also reduces the backlog of user
ask queues. In the simulation experiment of parameter performance
ptimization, the adjustment of parameter value also leads to better
hoice of offloading decision and pricing decision.
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