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Deep Imbalanced Learning for Multimodal Emotion
Recognition in Conversations

Tao Meng , Yuntao Shou , Wei Ai , Nan Yin , and Keqin Li , Fellow, IEEE

Abstract—The main task of multimodal emotion recognition in
conversations (MERC) is to identify the emotions in modalities,
e.g., text, audio, image, and video, which is a significant develop-
ment direction for realizing machine intelligence. However, many
data in MERC naturally exhibit an imbalanced distribution of
emotion categories, and researchers ignore the negative impact of
imbalanced data on emotion recognition. To tackle this problem,
we systematically analyze it from three aspects: data augmenta-
tion, loss sensitivity, and sampling strategy, and propose the class
boundary enhanced representation learning (CBERL) model.
Concretely, we first design a multimodal generative adversarial
network to address the imbalanced distribution of emotion cate-
gories in raw data. Second, a deep joint variational autoencoder
is proposed to fuse complementary semantic information across
modalities and obtain discriminative feature representations.
Finally, we implement a multitask graph neural network with
mask reconstruction and classification optimization to solve
the problem of overfitting and underfitting in class boundary
learning and achieve cross-modal emotion recognition. We have
conducted extensive experiments on the interactive emotional
dyadic motion capture (IEMOCAP) and multimodal emotion
lines dataset (MELD) benchmark datasets, and the results show
that CBERL has achieved a certain performance improvement
in the effectiveness of emotion recognition. Especially on the
minority class “fear” and “disgust” emotion labels, our model
improves the accuracy and F1 value by 10% to 20%. Our code
is publicly available at https://github.com/yuntaoshou/CBERL.

Impact Statement—MERC plays an important role in human–
computer interaction. However, existing methods ignore the
data imbalance problem of multimodal datasets. In this article,
we propose a class boundary enhanced representation learning
(CBERL) model. Since existing multimodal emotion recognition
datasets exhibit long-tail distributions on different emotion cate-
gories, the proposed method can greatly alleviate the problem of
data imbalance and ensure the accuracy of emotion recognition.
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In particular, our method can also achieve cross-modal semantic
information fusion. Experimental results show that our method
outperforms the state of the art (SOTA) methods.

Index Terms—Data augmentation, data imbalance, feature
fusion, graph neural network, multimodal emotion recognition
in conversations (MERC).

I. INTRODUCTION

W ITH the continuous development of hardware resources
and social media in recent decades, people have widely

used multimodalities, e.g., text, audio, image, and video to
express their emotions or thoughts. The task of multimodal
emotion recognition in conversations (MERC) is to understand
emotions in diverse modalities. It can be widely used in fields
such as healthcare, conversation generation, and intelligent
recommender systems, which has drawn increasing research
attention [1]. For example, in the field of intelligent recom-
mendation, a machine can recommend things that may be most
interesting to a consumer based on his changing mood. At the
same time, the existence of large multimodal corpus datasets
for instant chat software such as Weibo, Meta, and Twitter can
provide a data basis for MERC based on deep learning [2].
However, these corpora naturally have a high-class imbalance
problem, i.e., most classes only contain a scarce number of
samples, while a large number of samples belong to only a
few classes.

The current mainstream MERC task mainly uses a graph
neural network (GNN) for information fusion to enhance the
effectiveness of emotion prediction [3], [4], but they ignore
the data imbalance problem. However, in the field of MERC,
data imbalance is a widespread problem, which will hinder the
model from learning the distribution law of the data and result
in the model failing to discern emotion class boundaries. Taking
the popular multimodal benchmark dataset multimodal emotion
lines dataset (MELD) shown in Fig. 1(a) as an example, the
“fear” and “disgust” emotion labels only account for 1.91% and
2.61% of the total labels, respectively, and all baseline models
of F1 values are less than 11.2% on the “fear” and “disgust”
emotion labels in Fig. 1(b). These emotion classification results
cannot meet practical needs. Similarly, this problem also exists
on other multimodal benchmark datasets. Therefore, it is nec-
essary to take the data imbalance problem as the starting point
of the MERC model design.

To alleviate the data imbalance problem in deep learn-
ing, there are mainly three different research directions to
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Fig. 1. Illustrative example of imbalanced data distribution on the MELD
benchmark dataset. (a) Ratios of the seven emotion labels to all, respectively.
(b) Classification performance of some baseline models on the minority class
labels “fear” and “disgust”.

optimizing the discriminative degree of class boundaries: data-
augmentation level [5], [6], sampling-strategy level [7], [8],
and loss-sensitive level [9], [10]. Although these methods have
achieved relatively good results in their respective fields, there
is still a lack of systematic consideration for the data imbalance
problem in MERC.

The research based on data augmentation aims to increase the
number of minority class samples to improve the clarity of the
model learned class boundaries. For example, Su and Lee [11]
proposed the corpus-aware emotional CycleGAN (CAEmoCy-
GAN) method, which improves the distribution of generated
data through a corpus-aware attention mechanism, so that the
model can learn better class boundaries. DA-GAN [12] con-
structs an image conditional generative adversarial network that
uses data from the source domain to learn the data distribution
and performs data augmentation by generating intraclass data
distribution. Zhu et al. [13] used CycleGAN to generate new im-
age data by complementing and refining the data manifold and
finding better margins between adjacent categories. Latif et al.
[14] used a hybrid data augmentation scheme to enhance feature
learning of GAN and generate speech data. VAE-D2GAN [15]
used a variational autoencoder (VAE) architecture to learn the
spatial distribution of actual data through latent vectors and
introduced it into the dual discriminator GAN to improve the
diversity of generated electroencephalography (EEG) data. Al-
though the above methods can achieve relatively good recogni-
tion results, they are all dedicated to the generation of unimodal
data (i.e., image, EEG, or speech). However, collaboratively
generating multimodal data remains a challenging task.

The research based on a sampling-strategy mainly focuses on
balancing the ratio of minority-class samples to majority class
samples by the sampling frequency. For example, Hamilton
et al. [16] utilized GraphSAGE to randomly sample neighbor
nodes and exploit their information to generate new node em-
bedding representations. However, such sampling mechanisms
may suffer from overfitting or underfitting.

The goal of research based on loss-sensitive function is to
make the model learn the distribution of minority class samples
by assigning a higher weight to the few samples in the loss

function. For example, Li et al. [10] proposed the gradient
harmonization mechanism (GHM), which utilized the gradient
density function to balance the weights of the model for easy
and hard-to-distinguish samples. However, such methods are
susceptible to interference from majority classes or noisy data
samples [17].

Overall, the above-mentioned methods have two limitations:
1) Most existing methods perform data augmentation through
oversampling or undersampling, and they cannot generate new
samples. 2) Although existing GAN-based data augmentation
methods can generate new samples, they cannot collaboratively
generate multimodal data well due to the heterogeneity problem
among multimodal data, resulting in the generated data possibly
being noisy data.

In view of the above problems, how to systematically elim-
inate the negative impact of data imbalance in MERC from
three aspects: data-augmentation, sampling-strategy, and loss-
sensitive is still a challenging task. Therefore, we propose
the class boundary enhanced representation learning (CBERL)
model to solve the data imbalance problem in MERC from these
three aspects.

The proposed model, CBERL, will first use the data aug-
mentation method of generative adversarial networks (GAN)
to generate new samples, thereby providing a data basis for
the subsequent model to learn discriminative class boundaries.
In the proposed GAN, we design a source-to-target generator
and a target-to-source generator. The source-to-target generator
is mainly used to learn the original distribution of the data
and generate new samples that conform to the distribution of
the original data. The target-to-source generator is mainly used
to improve the quality of the generated data further. We also
introduce identity loss to ensure the consistency of the distri-
bution between the generated data and the original data. Due
to the heterogeneity of multimodal data, we introduce emotion
classification loss and discrimination loss to guide the generator
to learn complementary semantic information and consistent
semantic information in multimodal data, and collaboratively
generate multimodal data. It is worth noting that the proposed
GAN and the subsequent four modules are trained separately.
In other words, we perform data augmentation first, and then
use the subsequent four modules for emotion classification after
completing the data augmentation.

After data augmentation, we input the original and newly
generated data into a deep joint variational autoencoder (DJ-
VAE) with KL divergence for cross-modal feature fusion to
capture complementary semantic information between different
modalities and achieve effective feature dimensionality reduc-
tion. Then, we input the fused low-dimensional feature vectors
obtained by DJVAE into Bi-LSTM to obtain a feature represen-
tation with richer contextual semantic information.

Next, we feed the contextual feature vectors obtained by
Bi-LSTM into our proposed multitask graph neural network
(MGNN). Specifically, for the first subtask, to overcome the
over-fitting or underfitting problems of the random sampling
strategy in GNN to the minority class samples, MGNN first
randomly performs a mask operation on some nodes in the
network during the process of aggregating the information of
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surrounding neighbor nodes. Then, the remaining unmasked
neighbor nodes are input into the graph convolutional network
layer and the multilayer perceptron (MLP), and the predicted
values of all neighbor nodes are obtained. Finally, the loss
between the true and predicted values is computed to optimize
the distribution representation of the class boundaries. For the
second subtask, we input the feature vectors extracted by GNN
into an emotion classification model composed of multiple
weak classifiers and add a conditioning factor to the loss func-
tion to enhance the model’s propensity to learn the minority
class samples. The underlying parameters are shared between
the two subtasks of GNN, which helps improve the model’s
generalization ability, thereby enhancing the performance of
emotion recognition.

A. Our Contributions

Therefore, MERC should not only consider the feature fu-
sion problem of text, audio, video, and image modalities,
but also generate a new architecture to solve the data imbal-
ance problem. Inspired by the above problems, we propose a
novel CBERL model to obtain better emotion class boundaries.
The main contributions of this article are as follows.

1) A novel deep imbalanced learning architecture, named
CBERL, is presented. CBERL can not only fuse semantic
information across modalities, but also learn class bound-
aries for imbalanced data more accurately.

2) A new generative adversarial network is proposed to gen-
erate multimodal samples to provide a data basis for sub-
sequent models to learn class boundaries. The distribution
differences between generated and original data and la-
bels are reduced by adding identity loss and classification
loss, respectively.

3) We propose a multimodal feature fusion method, i.e.,
DJVAE. DJVAE estimates the potential distribution of
data by introducing KL divergence, so it can learn
complementary semantic information between multi-
modal features and get a more discriminative feature
distribution.

4) An MGNN model based on mask reconstruction and
classification optimization is proposed to solve the over-
fitting and under-fitting problems of the random sampling
strategy in GNN to the minority class samples.

5) Finally, extensive experiments were conducted on the
interactive emotional dyadic motion capture (IEMOCAP)
and MELD benchmark datasets. Moreover, compared
with the baseline model, CBERL has a better emotion
classification effect, especially on the minority class emo-
tion.

II. RELATED WORK

A. Multimodal Emotion Recognition in Conversations

MERC has been widely used in various fields in real life,
especially in intelligent dialogue recommendation, and has a
high application value. The current mainstream methods mainly
focus on three research directions: context-based emotion

recognition [18], speaker-based emotion recognition [19], and
speaker-distinguishing emotion recognition [20].

In context-based emotion recognition research, Nguyen et al.
[21] adopted a deep neural network consisting of a dual-
stream autoencoder and a long short-term memory neural
network (LSTM), which was able to perform emotion recogni-
tion by effectively integrating the conversational context. Qin
et al. [22] achieved deep cointeractive relation network (DCR-
Net), which interacted with dialogue behaviors and emotion
changes by combining BERT’s bidirectional encoded repre-
sentation [23]. Recently, Transformer-based multimodal emo-
tion recognition methods have been proven to be a better
technique for modeling long-term contextual correlations [24].
For example, Ma et al. [25] proposed a transformer-based
model with self-distillation to capture the intramodal and inter-
modal information interaction. Lian et al. [19] proposed CT-
Net with single Transformer and cross Transformer to extract
temporal information and cross-modal semantic information in
the discourse.

In speaker-based emotion recognition research, Xing
et al. [26] conducted the adapted dynamic memory network
(A-DMN), which used a global recurrent neural network (RNN)
to model the influence between speakers. However, A-DMN
had poor memorization ability on overly long text sequences.
Hazarika et al. [27] created the conversational memory
network (CMN), which creatively introduced an attention
mechanism to obtain the importance of historical context to the
current utterance, thereby simulating the dependencies between
speakers. However, this method cannot model multidialogue
relationships. Ghosal et al. [28] proposed DialogueGCN,
which exploited the properties of graph convolutional neural
networks (GCN) to construct a dynamic graph model that
simulated interactions between speakers by using speakers
as nodes of the graph and dependencies between speakers as
edges. However, GCNs are prone to over-smoothing, which will
cause the model to fail to extract deeper semantic information.

In emotion recognition based on distinguishing speakers, al-
though CMN, ICON, DialogueGCN, and other models modeled
the dependencies between different speakers, they did not dis-
tinguish who the speaker of the discourse was in the final emo-
tion recognition process. To overcome this problem, Majumder
et al. [1] introduced DialogueRNN. The model simultaneously
considered the speaker information, the utterance context and
the emotional information of multimodal features, and adopted
three gated recurrent units (GRU), namely party GRU, global
GRU, and emotion GRU, to capture the speaker state, global
state of context, and affective state. For the utterance at the
current time t, the global state of the context is updated by
the context global state at the previous time t− 1, the context
representation at the current time t, and the current speaker’s
state at the previous time t− 1. The speaker state was updated
by the state of the current speaker at the previous time t− 1, the
representation of the current context, and the global state of the
context at the previous time. The affective state was updated by
the speaker’s current state at time t and the affective state at the
previous time t− 1. Finally, emotion classification is performed
with the obtained emotion state.
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B. Data Augmentation

The scarcity of datasets has always been an inevitable prob-
lem in deep learning and machine learning [29], making it
difficult for deep neural network models to learn unbiased repre-
sentations of real data, resulting in serious overfitting problems.
Although regularization methods can alleviate the problem of
model overfitting [30], this is not the most essential solution
to the problem. Even the simplest machine learning model can
achieve very good results when the dataset is large enough.
Therefore, we will mainly consider data augmentation methods
to improve the model’s generalization ability.

Wang et al. [31] adopted deep generative models (DGM),
which differed from traditional data enhancement methods by
adding Gaussian noise to the original data. DGM designed
GAN and VAE conditioned on different input vectors. DGM
significantly outperformed traditional audio data enhancement
methods. Kang et al. [32] created independent component
analysis-evolution (ICA- evolution), which selectively gener-
ated data matching the overall data distribution using a fit-
ness function. ICA evolution inherited the idea of a genetic
algorithm to enhance the data by crossover and mutation op-
erations. However, this method tended to change the original
distribution of the data. Su and Lee [11] proposed Corpus-aware
emotional CycleGAN (CAEmoCyGAN), which employed an
unsupervised cross-corpus generative model to generate target
data with rich semantic a corpus-aware attention mechanism to
aggregate important source data information.

C. Feature Fusion Methods

Multimodal features have an important impact on emotion
recognition. Feature fusion, as the primary method for informa-
tion enhancement of multimodal features, has attracted much
attention from researchers [33]. Many studies have focused on
capturing the differences between modalities to complement
multimodal features, and many multimodal feature fusion meth-
ods have been successfully employed. Compared with decision-
level fusion methods, feature fusion methods can fully use the
advantages of multimodal features. Therefore, we will mainly
summarize the research related to multimodal feature fusion.

Liu et al. [34] introduced LFM, which used a low-rank ten-
sor method to achieve dimensionality reduction of multimodal
features and improve the fusion efficiency. LFM achieved high
performance on several different tasks. Zadeh et al. [35] used
TFN. The method can learn the semantic information within
and between modalities end-to-end. For semantic information
extraction between modalities, TFN adopted the method of ten-
sor fusion, which can simulate the interaction process between
three modalities of text, audio, and video. TFN can effectively
fuse multimodal features. Zhou et al. [36] provided multiscale
feature fusion and enhancement (MFFENet), which introduced
a spatial attention mechanism to fuse multiscale features with
global semantic information. MFFENet could assign higher
attention weights to important feature vectors to obtain distin-
guishable features. Zadeh and Pu [3] proposed DFG, which
introduced a dynamic fusion graph model, which can achieve
dynamic fusion of multimodal feature vectors, so that various
modalities can play complementary roles.

D. Solutions for Imbalanced Data

Despite many vital advances in deep learning in recent
decades, imbalanced data is still one of the challenges hinder-
ing the development of deep learning models [37]. Therefore,
researchers need to design a method to alleviate the problem
of sample imbalance. In the existing research, there are three
main solutions based on sample sampling, loss function, and
model levels.

In a study based on the sample sampling level, Chawla et al.
[38] utilized the synthetic minority over-sampling technique
(SMOTE) method. It increased the amount of data for a few
samples by selecting k neighbors of each minority sample close
to each other, then synthesizing each neighboring sample with
the original sample manually into a new sample through an
equation. However, this algorithm suffered from the marginal-
ization of a small number of samples. Based on the SMOTE
algorithm, Han et al. [39] proposed the Borderhne-SMOTE
algorithm to increase the data volume of minority class sam-
ples by interpolating them in appropriate regions. This method
solves the problem of marginalization of thesample distribution.
DeepSMOTE can solve the problem of sample imbalance very
well. At the level of loss-based function, Lin et al. [9] proposed
focal loss, which added a parameter γ to weigh the loss, to
balance the contribution of the simple classification samples
and the complex classification samples to the loss. Li et al. [10]
performed the gradient harmonizing mechanism (GHM), which
suppressed the classification results of both simple and difficult
classification samples by means of a gradient density func-
tion. In model-level-based research, Wang et al. [40] proposed
deep-ensemble-level-based Interpretable Takagi-Sugeno-Kang
Fuzzy Classifier (DE-TSK-FC), which divided the problem
area layer by layer using several successive zero-order TSK
fuzzy classifiers and then used K-nearest neighbor (KNN)
for classification.

III. METHODOLOGY

A. Design of the CBERL Structure

In this section, we detail the design of the CBERL structure.
Fig. 2 visually shows the architecture of the CBERL model
proposed in this article. As shown, our model includes five
key stages:

1) Data augmentation: Unlike previous works that use over-
sampling or undersampling methods to alleviate the data
imbalance problem, we use GAN methods for data aug-
mentation. In addition, unlike traditional GAN methods,
we introduce an identity loss to ensure the consistency
of the distribution between the generated data and the
original data, and emotion classification loss and dis-
crimination loss to guide the generator to capture the
complementary and consistent semantic information in
multimodal features and collaboratively generate new
multimodal data. In particular, we train a generator and
a discriminator separately during the data augmentation
stage. After completing data augmentation, the model can
achieve better emotion classification results. Specifically,
We input the newly generated samples together with the
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Fig. 2. Framework of the CBERL model consists of a data augmentation layer, an intramodal and intermodal feature fusion layer, a sequential context
semantic information extraction layer, a speaker relationship modeling layer, and a emotion classifier.

original samples into the subsequent CBERL model to
achieve data balance. It is worth noting that the training
of GAN and the subsequent four stages are separate;

2) Intermodal feature fusion: After completing data aug-
mentation, we propose a multimodal feature fusion
method based on a DJVAE. Different from simple VAE,
which only performs point-to-point mapping of raw data,
inspired by the idea of joint probability distribution, we
introduce KL divergence to estimate the underlying distri-
bution law of raw data, so as to capture the characteristics
of differences between modalities, and obtain a more
discriminative representation of class boundaries;

3) Intramodal context feature extraction: After completing
the intermodal feature fusion, we use Bi-LSTM to extract
contextual semantic information for the fused text, video
and audio features;

4) Graph interaction: Increasing evidence shows aggregat-
ing the information of all neighboring nodes in the graph
will prevent the model from learning the unbiased repre-
sentation of data from a few classes of nodes. Specifically,
we use the contextual semantic features extracted by Bi-
LSTM to construct a speaker relationship graph and mask
some of the nodes in the graph. Then we utilize GCN
to aggregate the information of unmasked nodes. Finally,
the semantic information obtained from the aggregation
will then perform the data reconstruction and emotion
prediction tasks separately to improve the fifitting ability
of GCN to the minority class nodes;

5) Emotion classification: Finally, we use the feature
vectors extracted by GCN to complete emotion classifi-
cation. Unlike existing MERC methods that utilize fully-
connected layers in emotion classification to obtain the
final emotion category, we propose a classification opti-
mization algorithm to make the model focus on hard-to-
classify samples.

In particular, the data augmentation stage is trained sep-
arately. For the four stages of intermodal feature fusion,

intramodal contextual feature extraction, graph interaction, and
emotion classification, we regard them as a whole for training.
Specifically, we first use the video, audio, and text data in the
training data set to train a generator and discriminator sepa-
rately. After the training of the generator and the discriminator
is completed, we input the multimodal data generated by the
generator that conforms to the original data distribution and
the original training data to the feature fusion layer to achieve
intramodal and intermodal information fusion. After obtaining
the fused multimodal semantic information, we input it into the
Bi-LSTM layer to extract the contextual semantic information
in the multimodal information. We then use contextual semantic
features to construct a speaker relationship graph and use graph
convolution operations to aggregate conversational relationship
information between speakers. Finally, we utilize the feature
vectors extracted after the graph convolution operation to com-
plete the data reconstruction and emotion classification tasks
respectively. When performing graph convolution operations,
we only use unmasked surrounding neighbor nodes for infor-
mation aggregation. In particular, in the emotion classification
stage, we use cross-entropy loss with a conditioning factor γ
for emotion classification.

1) Data Augmentation: To solve the problem of class dis-
tribution imbalance in the dataset in MERC, we first build
a multisource generator and discriminator for the application
scenario of multimodal emotion recognition in conversations.
The models then learn the underlying distributions of the mul-
timodal data as they play against each other. Finally, we increase
the amount of data required by the model by sampling the data
in the learned latent space.

The overview of the data augmentation method is presented
in Fig. 3, which consists of a generator G and a discriminator
D. In this article, we consider a bidirectional mapping func-
tion between source and target data, and use two generators,
including a synthetic sample for going from source to target
data (GS→T ) and a synthetic sample for going from target to
source data (GT→S).
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Fig. 3. GAN network consists of a generator, discriminator and emotion classifier. We used two generators for source-to-target and target-to-source
transformations, respectively. The emotion classifier is used to specify the generator to generate target samples with specified emotion labels.

Specifically, we use the original multimodal emotion dataset
to pretrain the emotion classifier ECs, thus guiding the train-
ing direction of GAN. We use classification loss to guide the
generator to learn the complementary and consistent semantic
information of multimodal features and eliminate the hetero-
geneity between modal features. To synthesize new samples,
we add an emotion state vector Z to the generator GT→S as
its input. During model training, each source data corresponds
to a specific target data, and their emotion labels should be
consistent. We define the loss function between source data and
target data as shown in the following equation:

LC =
∑

k

yk log (ECs (GT→S (GS→T (Sk)) , Zk))

+
∑

k

yk log (ECs (GT→S (Sk, Zk))) (1)

where LC represents the loss between the data generated by
the source-to-target and target-to-source generators and the true
labels, and the loss between the data generated by the source-to-
target generator and the true labels. k represents the sequence
number of the sample, and Zk is a one-hot encoded vector
identical to the emotion label of the source sample Sk. Further-
more, to enable the generator to map the target sample to the
emotion category specified by ECs when it is transformed into
the source sample by the generator (GT→S), we impose a con-
straint on the emotion state vectors as shown in the following
equation:

LRC =
∑

i

yr log (ECs (GT→S (Ti) , Zr)) (2)

where LRC represents the classification loss between the gener-
ated data Ti and the real labels after passing through the target-
to-source generator. Zr, yr is the one-hot encoding vector of
emotion category r.

Futhermore, we assume that GS→T is the generator for uni-
modal sources, and DT,F is the discriminator for unimodal
targets. GS→T performs an encoding operation (Enc) on the
noise data to generate samples that conform to the distribution
law of the real data. DT,F maps the input data to the target

domain through the decoding operation (Dec). We introduce
discriminative loss to guide the model to learn intermodal com-
plementary and consistent semantic information as shown in the
following equation:

L (GS→T , DT,F )

= ET∼Pdata (T )
[logDT,F (T )]

+ ES∼Pdata (T ) [log (1 −DT,F (Dec(Enc(S))))] . (3)

Finally, to ensure the consistency of the distribution law of
the generated data and the original data, this article also adds
the identity loss in the training process of the model, and its
loss function is defined as shown in the following equation:

Lidentity = ESi∼PSi

[
‖GTi→Si

(Si)− Si‖2
]

+ ETi∼PTi

[
‖GSi→Ti

(Ti)− Ti‖2
]

(4)

where Lidentity represents the square error between the data
generated by the source data Si through the target to the source
generator and Si, and the square error between the data gen-
erated by the target data Ti through the source to the target
generator and Ti.

Therefore, the entire loss function LEmoGAN of the genera-
tive adversarial network used in this article during the training
process is defined as shown in the following equation:

LEmoGAN = λ1Lidentity + λ2L (GS→T , DT,F )

+ λ3 (LC + LRC) (5)

where λ1, λ2, λ3 are the weights of Lidentity, L(GS→T , DT,F )
and LC + LRC loss functions, which are learnable network
parameters.

During model training, we use the Adam optimization algo-
rithm to update the network parameters of the generator and
discriminator. Among them, the update formula of the generator
is defined as shown in the following equation:

g ← 1
k
∇θD

k∑

i=1

L (GS→T , DT,F ) . (6)
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Fig. 4. Model architecture of DJVAE consists of an encoder and decoder. DJVAE includes Bi-LSTM for textual features, CNN for video, and 1D-conv
for audio, where μ stands for mean, and δ stands for variance. In the model’s training process, we use the KL divergence as the optimization function of
the model.

Besides, the updated equation of the discriminator is defined
as shown in the following equation:

g ← 1
k
∇θD

k∑

i=1

(λ1Lidentity + λ2L (GS→T , DT,F )

+λ3 (LC + LRC)) . (7)

After GAN is trained, this article uses it to generate mul-
timodal emotional samples that conform to the original data
distribution law for data augmentation. In particular, GAN net-
works are trained separately.

2) Intermodal Feature Fusion: To capture complementary
semantic information between modalities and fuse multimodal
feature vectors with differences, we design a DJVAE. As shown
in Fig. 4, DJVAE consists of an encoder and a decoder. The en-
coder is used to map the data samples x into a low-dimensional
feature space z ∈ Z, and the decoder is used to reconstruct the
original data samples. The equation is defined as shown in the
following equation:

{
DJVAE - Encoder: χ→ Z, f(x) = z
DJVAE - Decoder: Z → χ, g(z) = x′ . (8)

Then DJVAE obtains the optimal mapping relationship be-
tween the data samples and the low-dimensional feature space
by minimizing the gap between the original data samples x and
the reconstructed data samples. However, simple VAE cannot
filter noise samples, but can only achieve point-to-point map-
ping between sample data and low-dimensional feature space
through the mean square error (MSE Loss). Different from
simple VAE, the DJVAE model proposed in this article will
introduce KL divergence to estimate the similarity between the

encoder and decoder, so as to learn the latent semantic informa-
tion of multimodal features. The formula for KL divergence is
defined as shown in the following equation:

DKL (qΦ(z | x)‖pϑ(z | x)) =
∑

z∈Z

qΦ(z | x) log
qΦ(z | x)
pϑ(z | x)

=
∑

z∈Z

qΦ(z | x) [log qΦ(z | x)− log pϑ(z | x)]

=
∑

z∈Z

qΦ(z | x) [log qΦ(z | x)− log pϑ(x, z)] + log pϑ(x)

= EqΦ(Z|X)
[log qΦ(z | x)− log pϑ(z | x)] + log pϑ(z | x) (9)

where qΦ(z | x) represents the encoder’s mapping of raw data
samples to the latent feature space Z. pϑ(z | x) as an approxi-
mation of the true posterior distribution.

The above equation can be deformed to obtain the following
equation:

log pϑ(x) = EqΦ(Z|X)
[log pϑ(x, z)− log qΦ(z | x)]

+DKL (qΦ(z | x)‖pϑ(z | x) . (10)

At the same time, since the KL divergence is nonnegative,
we can get the following equation:

log pϑ(x)≥ EqΦ(Z|X)
[− log qΦ(z | x) + log pϑ(x, z)]

= EqΦ(Z|X)
[− log qΦ(z | x) + log pϑ(x | z)
+ log pϑ(x)]

= EqΦ(Z|X)
log pϑ(x | z)−DKL (qΦ(z | x)‖pϑ(z)) .

(11)
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Therefore, we can get the loss function of DJVAE as shown
in the following equation:

Loss =−EqΦ(Z|X)
log pϑ(x | z)

+DKL (qΦ(z | x)‖pϑ(z)) (12)

where qΦ(z | x) represents the encoder’s mapping of raw data
samples to the latent feature space Z. pϑ(x | z) represents the
decoder sampling data samples from the latent feature space
Z. To simplify the calculation of KL divergence, we will use
a standard normal distribution with mean 0 and variance 1.

3) Intramodal Context Feature Extraction: The utterances
spoken by the speaker are arranged according to certain gram-
matical rules, and utterances composed of words in different
sequences may have completely different meanings. In addition,
such astext features, the feature vectors of the two modalities of
video and audio contain the semantic information of the time
dimension, and the speaker may show different emotions at
different times. More importantly, the semantic information of
the above three modalities is transmitted in a particular order.
Therefore, we use Bi-LSTM for contextual feature extraction
within the modality. Each LSTM block consists of multiple
basic LSTM cells, and each LSTM cell contains an input gate,
a forget gate, and an output gate [41].

The input gate is defined as shown in the following equation:

xt = concat ([αw, αa, αv])

it = sigmoid (Wi · [ht−1, xt] + bi) (13)

where xt ∈ R
df is composed of three modal feature vectors

of word vector αω , video feature vector αv and audio feature
vectorαa after feature fusion. it represents the input gate, which
is used to process the input multimodal emotion feature vector.
Wi ∈ R

dh×dk is the weight matrix of the input gate, which is
a learnable parameter. dh is the number of units in the LSTM
hidden layer, dk = df + dh, ht−1 represents the hidden layer
state at time t− 1. bi ∈ R

dh is the bias vector of the input gate.
Bi-LSTM is composed of the feature vector splicing of two

hidden layers in opposite directions, and it is defined as shown
in the following equation:

lt =

[
→
ht :

←
ht

]

V = concat ([l1, l2, . . . , lT ]) . (14)

Among them,
→
ht represents the forward hidden layer feature

vectors, and
←
ht represents the reverse hidden layer feature vec-

tors. lt represents the hidden layer feature vectors at time t. V is
composed of the concatenation of hidden layer feature vectors
at all times.

4) Graph Interaction Network: We use graph to construct
the interaction between speakers to capture the contextual se-
mantic information related to the speakers. However, datasets
in MERC have data imbalance issues, which will cause the
model to fail to learn unbiased representations of minority class
nodes, or even treat them as outliers in the data. Therefore, in
response to the above problems, we propose a multitask graph
neural network model, named MGNN, to alleviate the problem

of unbalanced distribution. MGNN simultaneously performs
two subtasks to improve the generalization ability of GCN. 1)
Data reconstruction; 2) emotion classification.

First, we construct a directed graphG= {V, ε,R,W}, where
the node vi(vi ∈ V ) is composed of multimodal feature vector
gi, and edge rij(rij ∈ ε) is composed of the relationship be-
tween node vi and node vj , ωij(ωij ∈W, 0 ≤ ωij ≤ 1) is the
weight of the edge rij , and r ∈R represents the relation type
of the edge.

Edge Weights: Similarity attention mechanism is used to
calculate the weights of edges in the graph, and aggregate
neighbor information according to the calculated edge weights.
We utilize multilayer perceptron (MLP) to calculate the similar-
ity between node i and its surrounding neighbor j. The formula
is defined as shown in the following equation:

s
(t)
ij =W

(t)
θ1

(
ReLU

(
W

(t)
θ2

[
g
(t−1)
i ⊕ g

(t−1)
j ⊕Πij

]))
. (15)

Among them, W (t)
θ1

,W
(t)
θ2

are the weight matrices of the tth
layer in the multilayer perceptron network, which are learnable
parameters. In the experiments, we set W (t)

θ1
,W

(t)
θ2

to 200 and
110, respectively. ⊕ represents the feature vector concatenation
operation.

∏
ij ∈ {0, 1}, and

∏
ij = 0 means that there is no

edge between node i and node j, and
∏

ij = 1 means that there
is a directed edge between node i and node j. Next, we use
the softmax function to get the attention score for each edge,
as shown in the following equation:

w
(t)
ij = softmax

(
s
(t)
ij

)
=

exp
(
s
(t)
ij

)

∑
n∈Mi

exp
(
s
(t)
ij

) (16)

where Mi is the set of surrounding neighbor nodes of node i.
The larger w(t)

ij is, the closer the interaction between node i and
node j is.

Message passing: Due to the serious data imbalance prob-
lem in MERC, if the GCN operation is used to aggregate the
information of all surrounding neighbor nodes, it will cause
the model to be biased toward fitting the majority class nodes,
while the minority class nodes are regarded as outliers in the
data. Therefore, we consider it unnecessary to aggregate all
neighbor nodes in the graph. As shown in Fig. 5, to solve the
above problems, we randomly perform mask operation on some
neighbors, then use graph convolution operation to aggregate
information for neighbor nodes that have not been masked, and
then perform data reconstruction tasks. The message passing is
defined as shown in the following equation:

φ
(t)
i =ReLU

⎛

⎝
∑

r∈R

∑

j∈Mr
i

wij

ci,r
W (t)

r φ
(t−1)
j + wi,iW

(t)
ζ φ

(t−1)
i

⎞

⎠

(17)

where Mr
i is the set of unmasked neighbors around node i

under edge relation r ∈R, and wij is the attention score be-
tween node i and node j under edge relation r ∈R. ci,r is the
size of the modulus of Mr

i . W (t)
r , W (t)

ζ are learnable weight

matrices. In the experiments, we set W
(t)
r and W

(t)
ζ to 150
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Fig. 5. Model architecture for graph masking and data reconstruction consists of graph structure generation, graph random masking, GCN encoder, and
MLP mapping. First, we randomly mask the generated graph nodes, and then use GCN to aggregate the information of first-order neighbors and second-order
neighbors. Finally, MLP is used for data reconstruction. In the data reconstruction process, we use MSE Loss to measure the gap between the original and
predicted data.

and 400, respectively. φ(t)
i represents the feature vector contain-

ing speaker information aggregated after convolution operation.
φ
(t)
i represents the multimodal feature vectors aggregated after

graph convolution operation.
Data reconstruction: We use MSE Loss to measure the dif-

ference between the reconstructed data and the original data.
The equation is defined as shown in the following equation:

Lrecon =

N∑

i=1

1
N

(yi − ŷi)
2 (18)

where yi represents the multimodal feature vector of the orig-
inal data, and ŷi represents the predicted multimodal feature
vector. In general, the smaller Lrecon, the stronger the ability of
model data reconstruction.

We will introduce the specific implementation process of the
sentiment classification task in detail in the next section.

5) Emotion Classification: In model training, compared
with the majority class samples, the minority class samples have
little influence on the model, which will cause the model to
update the parameters in a direction that is beneficial to the
majority class samples. However, it is also necessary for the
model to be able to correctly classify the minority class samples.
Therefore, we use an ensemble learning algorithm called Ad-
aboost, which continuously optimizes the weight of utterance
samples in the weak classifier and increases the weight of the
minority class utterance samples in the classification process,
thereby forming a strong classifier.

B. Model Training

The CBERL model makes the model pay more attention
to indistinguishable samples by adding a conditioning factor
(1 − Pi,j [yi,j ])

γ to the cross-entropy loss function, and the
L2 regularization method is used to prevent the model from

overfitting, thereby providing guidance for guiding the updated
direction of the model parameters. The loss is defined as shown
in the following equation:

Lfocal =− 1
∑N

ξ=1 c(ξ)

N∑

i=1

c(i)∑

j=1

(1 − Pi,j [yi,j ])
γ logPi,j [yi,j ]

+ λ‖θ‖2 (19)

where N is the number of samples in the benchmark dataset,
c(i) represents the number of utterances contained in sample i,
and Pi,j is the probability distribution of the emotion category
in the jth sentence in the ith dialogue, which is a number in
the range [0, 1]. γ is a constant greater than 0, λ is the weight
decay coefficient, and θ is the set of all learnable parameters in
the network.

Then we can get the total loss function for model training as
shown in the following equation:

Lclassify = ξ1Lrecon + ξ2Lfocal . (20)

Among them, ξ1, ξ2 represent the importance of data reconstruc-
tion and emotion classification tasks, respectively. In general,
the smaller the loss function value, the better the effect of the
model’s emotion classification.

IV. EXPERIMENTS

A. Benchmark Dataset Used

The MELD [42] and IEMOCAP [43] benchmark datasets are
widely used by researchers in MERC research. Since the IEMO-
CAP benchmark dataset does not provide a separate validation
set, we use 10% of the training data as the validation set for the
model. Furthermore, in these two benchmark datasets, the ratio
of training and testing sets is 80:20. In particular, the first four
sessions of the dataset are used for training and the last session
of the dataset is used for testing in the IEMOCAP dataset.
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TABLE I
COMPARED WITH OTHER BASELINE MODELS ON THE IEMOCAP DATASET

Methods
IEMOCAP

Happy Sad Neutral Angry Excited Frustrated Average(w)
Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 WAA WAF1

TextCNN 27.73 29.81 57.14 53.83 34.36 40.13 61.12 52.47 46.11 50.09 62.94 55.78 48.93 48.17
bc-LSTM 29.16 34.49 57.14 60.81 54.19 51.80 57.03 56.75 51.17 57.98 67.12 58.97 55.23 54.98
DialogueRNN 25.63 33.11 75.14 78.85 58.56 59.24 64.76 65.23 80.27 71.85 61.16 58.97 63.42 62.74
DialogueGCN 40.63 42.71 89.14 84.45 61.97 63.54 67.51 64.14 65.46 63.08 64.13 66.90 65.21 64.14
CT-Net 47.97 51.36 78.01 79.94 69.08 65.82 72.98 67.21 85.35 78.74 52.27 58.83 68.01 67.55
LR-GCN 54.24 55.51 81.67 79.14 59.13 63.84 69.47 69.02 76.37 74.05 68.26 68.91 68.52 68.35
EmoBERTa 56.94 56.43 79.19 83.02 64.04 61.56 70.68 69.64 86.05 78.09 63.84 68.78 67.38 67.37
M2FNet 55.92 58.79 69.18 71.97 65.80 66.31 75.31 70.76 74.84 73.15 66.87 67.01 67.64 68.06
DialogXL 61.18 64.81 77.18 79.15 64.84 58.35 65.48 65.48 77.97 77.97 55.28 58.02 66.05 65.38
CBERL 58.84 67.34 63.31 72.84 56.42 60.75 75.32 73.51 70.32 70.77 78.21 71.19 69.36 69.27

Note: Acc. represents the accuracy. Average(w) represents the weighted average. The best result in each column is in bold.

B. Evaluation Metrics

In this section, we use the following four metrics to evaluate
the performance of dialogue emotion recognition on the IEMO-
CAP and MELD benchmark datasets: 1) accuracy; 2) weighted
average accuracy (WAA); 3) F1-score; 4) weighted average F1-
score (WAF1).

C. Baseline Models

To validate the effectiveness of CBERL on MERC, the
article compared the following baseline models with our
model: TextCNN [44], bc-LSTM [45], DialogueRNN [1], Dia-
logueGCN [28], CT-Net [19], LR-GCN [46], EmoBERTa [47],
M2FNet [48], and DialogXL [49]. We use the data from the
original article as our comparative experiment.

V. RESULTS AND DISCUSSION

A. Comparison with Baseline Methods

We compare the proposed multimodal emotion recognition
in conversations method CBERL with current baseline models.
Tables I and II show the recognition accuracy and F1 value
of each category of CBERL and other baseline models on the
IEMOCAP and MELD benchmark datasets, respectively.

IEMOCAP: As shown in Table I, compared with other base-
line models, the CBERL has the best overall recognition perfor-
mance on the IEMOCAP benchmark dataset, and the WAA and
WAF1 values are 69.3% and 69.2%, respectively. CBERL pro-
poses a method that combines data augmentation, multimodal
feature fusion, and interaction between speakers for emotion
recognition. Among other comparison algorithms, the effect of
LR-GCN is second, with WAA and WAF1 values of 68.5% and
68.3%, respectively. We believe this is because LR-GCN com-
prehensively considers the interaction between speakers as well
as the latent relationship between utterances. The four methods
CT-Net, EmoBERTa, M2FNet, and DialogXL are all based on
the Transformer architecture to achieve multimodal emotion
recognition, and their emotion recognition accuracy rates are
relatively close and better than bc-LSTM. The performance im-
provement may be attributed to the fact that Transformer models
long-term contextual correlations better than LSTM. The emo-
tion recognition effect of DialogueRNN and DialogueGCN is
slightly worse than that of CBERL and LR-GCN, with WAA

being 63.4% and 62.7%, respectively, and WAF1 being 62.7%
and 64.1%, respectively. We think this is because DialogueRNN
and DialogueGCN do not exploit the complementary semantic
information between modalities. The emotion recognition ef-
fect of TextCNN and bc-LSTM is very poor, WAA is 20.4%
∼ 14.1% lower than other baseline models and CBERL, and
WAF1 is 21.1% ∼ 14.3% lower than other baseline models and
CBERL. We guess this is because TextCNN and bc-LSTM ig-
nore the interaction between speakers and the emotional fusion
between modalities.

MELD: As shown in Table II, CBERL has the best emo-
tion recognition performance among all comparison algorithms,
with WAA and WAF1 values of 67.7% and 66.8%, respec-
tively. Specifically, our proposed model CBERL significantly
improves emotion recognition performance on two minority
classes “fear” and “disgust” labels. On the “fear” emotion label,
CBERL achieves 25.0% and 22.2% values on WAA and WAF1,
respectively. On the “disgust” emotion label, CBERL achieves
25.8% and 24.6% values on WAA and WAF1, respectively.
Compared with other comparison algorithms, CBERL is 1% to
11.4% more effective on WAA and 1.2% to 11.8% more effec-
tive on WAF1. We believe that the significant improvement of
CBERL on minority emotion can be attributed to the following
four aspects:

1) Increase the proportion of minority labels in all emotion
categories by using data augmentation methods, which
provides a data basis for subsequent models to learn
discriminative class boundaries.

2) The two tasks of data reconstruction and emotion predic-
tion are performed in parallel by randomly masking the
graph nodes. CBERL can improve the model’s ability to
learn unbiased representations of minority class nodes.

3) To encourage the model to focus on indistinguishable
classes by adding an adjustment factor to the cross-
entropy loss function. CBERL can assign higher loss
weights to minority class labels.

4) Improve the accuracy of emotion classification results by
synthesizing the classification results of multiple weak
classifiers.

The above advantages significantly improve the performance
of CBERL on the MELD benchmark dataset, especially on the
minority class emotion labels.
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TABLE II
COMPARED WITH OTHER BASELINE MODELS ON THE MELD DATASET

Methods
MELD

Neutral Surprise Fear Sadness Joy Disgust Anger Average(w)
Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 WAA WAF1

TextCNN 76.23 74.91 43.35 45.51 4.63 3.71 18.25 21.17 46.14 49.47 8.91 8.36 35.33 34.51 56.35 55.01
bc-LSTM 78.45 73.84 46.82 47.71 3.84 5.46 22.47 25.19 51.61 51.34 4.31 5.23 36.71 38.44 57.51 55.94
DialogueRNN 72.12 73.54 54.42 49.47 1.61 1.23 23.97 23.83 52.01 50.74 1.52 1.73 41.01 41.54 56.12 55.97
CT-Net 75.61 77.45 51.32 52.76 5.14 10.09 30.91 32.56 54.31 56.08 11.62 11.27 42.51 44.65 61.93 60.57
LR-GCN 81.53 80.81 55.45 57.16 0.00 0.00 36.33 36.96 62.21 65.87 7.33 11.01 52.64 54.74 66.71 65.67
EmoBERTa 78.92 82.53 50.22 50.21 1.87 1.92 33.31 31.22 72.15 61.77 9.11 2.53 43.36 46.48 64.15 65.24
M2FNet 72.88 67.98 62.76 58.35 5.57 2.93 50.09 48.24 68.49 64.92 17.69 15.79 57.33 55.33 66.74 66.12
DialogueXL 65.29 77.57 80.00 53.21 0.00 0.00 66.67 43.72 68.98 55.92 0.00 0.00 53.67 51.06 65.10 63.31
CBERL 81.45 82.03 55.24 57.91 25.04 22.23 47.51 41.36 66.03 65.67 25.81 24.65 53.75 55.31 67.78 66.89

Note: Acc. represents the accuracy. Average(w) represents the weighted average. The best result in each column is in bold.

Fig. 6. Confusion matrix learned by CBERL on the IEMOCAP and MELD
benchmark datasets. (a) Confusion matrix obtained by CBERLon the IEMO-
CAP dataset. (b) Confusion matrix obtained by CBERLon the MELD dataset.

By conducting extensive experiments, we demonstrate that
CBERL can effectively capture contextual information within
modalities, complementary semantic information between
modalities, and interactions between speakers. CBERL can
effectively utilize this semantic information to improve the
model’s emotion classification ability.

B. Analysis of the Experimental Results

To give the specific classification of CBERL on the bench-
mark datasets, we show the confusion matrices obtained by
CBERL on the IEMOCAP and MELD benchmark datasets in
Fig. 6. On the IEMOCAP benchmark dataset, the semantic
information learned by the model between the two emotions
is similar due to the small discrimination between the emo-
tions “happy” and “excited”. Therefore, the model is prone to
confusion about these two emotions. We can also observe the
confusion matrix and find that the model is apt to misclassify
the “happy” label as the “excited” label, and the “excited” class
as the “happy” class. For the “sad” class emotion, the model has
difficulty distinguishing it from the “frustrated” class emotion.
In the trained multimodal corpus, all emotion categories have
some relationship with the “neutral” emotion label so that the
model may misclassify the “neutral” emotion as other cate-
gories and vice versa. Someone with an “angry” emotion may
usually be accompanied by a “frustrated” emotion. Therefore,

the model may learn this semantic information during training,
causing the model to incorrectly classify the “angry” emotion
as the “frustrated” emotion. We observed the confusion matrix
on the MELD benchmark dataset and found that the model’s
recognition accuracy on the “fear” and “disgust” emotion labels
improved significantly. Compared with other baseline models
that barely recognize “fear” and “disgust” emotions, we believe
this is mainly due to our increased amount of data for “fear” and
“disgust” emotions, which effectively alleviates the imbalance
in data distribution. The number of utterances belonging to
the “neutral” emotion is the largest among all emotion cate-
gories, which makes the model biased toward learning feature
representations for utterances with “neutral” emotion, which
makes it easy for the model to misclassify other emotions as
“neutral” emotion.

C. Visualization

To compare the distribution of different emotions in the fea-
ture space more intuitively, we visualized the original multi-
modal emotion features and the emotion features learned by
different networks from the IEMOCAP benchmark dataset.
Specifically, we project the original emotion features as well
as the learned high-dimensional emotion features into a two-
dimensional space. In this article, we use the t-SNE method
[50] to visualize emotion features in the IEMOCAP dataset and
color each point according to the emotion label.

As shown in Fig. 7(a), we find that the distribution of the
original multimodal data without network processing in the
2-D space is very messy, there is no distribution pattern among
the various emotion categories, which are mutually fused. As
shown in Fig. 7(b) and 7(c), we find that the embedding repre-
sentations learned by the bc-LSTM and DialogueRNN models
are much better than the original data distribution. There is a
boundary between utterances belonging to different emotion
categories. However, since neither the bc-LSTM nor the Dia-
logueRNN model considers the feature fusion between modal-
ities and the interaction between speakers, the distinguishable
boundaries are still blurred. As shown in Fig. 7(d), the visualiza-
tion of the embedding representation learned by CBERL is the
best. After considering the three influencing factors of modeling
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Fig. 7. Visualizing feature embeddings for the multimodal emotion on the IEMOCAP benchmark dataset. Each dot represents an utterance, and its color
represents an emotion. (a) Raw data distribution. (b) Learned by bc-LSTM. (c) Learned by DialogueRNN. (d) Learned by CBERL.

TABLE III
CBERL PERFORMS ABLATION EXPERIMENTS ON THE IEMOCAP

BENCHMARK DATASET

Feature Fusion γ Graph Node Mask Adaboost WAF1
+ - - - 67.1
- + - - 66.0
- - + - 66.8
- - - + 65.9
+ + - - 67.9
+ - + - 68.5
+ - - + 68.0
- + + - 67.4
- + - + 66.2
- - + + 68.3
+ + + - 68.8
+ - + + 69.0
+ + - + 68.2
- + + + 67.9
- - - - 64.1
+ + + + 69.2

intramodal contextual semantic information, fusion of seman-
tic information between modalities, and emotional interactions
between speakers, CBERL learns embedding representations
with high intraclass similarity and interclass variability, and dif-
ferent emotional labels are partitioned by different boundaries
between them.

D. Ablation Study

In this section, we perform ablation experiments on each
part of our proposed model CBERL on the IEMOCAP bench-
mark dataset. The results are analyzed to judge the impact of
each module of CBERL on the effect of emotion recognition.
The specific results of the ablation experiments are shown in
Table III. In particular, when using the adjustment factor γ, we
set γ = 3.

We conducted a total of 16 groups of ablation experiments to
compare the effects of the algorithms. When only one module
is chosen as a component of CBERL, we find that feature
fusion has the greatest impact on the model, and the WAF1
value of emotion recognition can reach 67.1%. The effect of
the graph node mask is second, and the WAF1 value is 65.9%.
Furthermore, as shown in Table I, the WAF1 value of Dia-
logueGCN is 64.1%, and the experimental results demonstrate
the effectiveness of graph node masks. The effects of γ and the
Adaboost algorithm are relatively similar, with WAF1 values of

66.0% and 65.9%, respectively, which are lower than the effects
of feature fusion and graph node masking. When selecting two
modules as components of CBERL, the combination of feature
fusion and graph node mask has the best effect on emotion
recognition, with a WAF1 value of 68.5%. The combination
of γ and the Adaboost algorithm has the lowest effect, with
a WAF1 value of only 66.2%, but slightly higher than only
γ or the Adaboost algorithm. The emotion recognition effects
of other composition methods are similar and are all higher
than the emotion recognition effects of only a single module.
When three modules are selected as the components of CBERL,
the combination of feature fusion, graph node mask, and the
Adaboost algorithm performs the best emotion recognition with
a WAF1 value of 69.0%. The emotion recognition effect of
other composition methods is also higher than that of CBERL
composed of two modules. When choosing four modules as
components of CBERL, emotion recognition performed best in
all ablation experiments, with a WAF1 value of 69.2%. When
none of the modules is selected (i.e. just Bi-LSTM and GCN
modules with data augmentation) as a component of CBERL,
the model has the worst emotion recognition performance, and
the WAF1 value of emotion recognition is 64.1%. Experiments
demonstrate the effectiveness of each module. In particular,
when not using the Adaboost algorithm as our emotion clas-
sifier, we use a multilayer perceptron (MLP) as our emotion
classifier.

E. Analysis on Parameters

In this section, we analyze the effect of the conditioning
factor γ in the cross-entropy loss function on the model per-
formance. γ is an important hyperparameter of CBERL, which
can adjust the weight of indistinguishable samples in the loss
function, so that the model can focus on the classification of
indistinguishable samples. Therefore, we designed several sets
of comparative experiments to select the best γ value. Specif-
ically, we choose γ values from the set M = {0, 1, 2, 3, 4, 5}.
The experimental results obtained by our different values of γ
on the IEMOCAP benchmark dataset are shown in Fig. 8. As the
value of γ increases from 0, CBERL achieves a certain degree
of performance improvement. When γ = 3, the model achieves
the best performance. The best WAA value of CBERL can
reach 69.3%, and the WAF1 value can reach 69.2%. However,
when γ > 3, the WAA value of CBERL will start to decrease.
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Fig. 8. We set different γ values to test their experimental effects on the
IEMOCAP benchmark dataset. To make the results more intuitive, we perform
Gaussian smoothing on the WAA and WAF1 values. (a) Weighted accuracy.
(b) Weighted f1.

W
A
A

W
A
A

(a) (b)

Fig. 9. We perform ablation studies to explore the emotion recognition
accuracy of different values of ξ1 and ξ2 on the (a) IEMOCAP and (b) MELD
datasets. Left: IEMOCAP dataset. Right: MELD datasets.

It indicates that too much concentration of the model on indis-
tinguishable samples will make the model overfitting effect and
will bring some redundant semantic information to the model,
thus making it less effective in emotion recognition.

In addition, we also study the impact of parameters ξ1 and
ξ2 on the experimental results. As shown in Fig. 9, in the
IEMOCAP and MELD data sets, we use 3-D grid search to
find the optimal values of parameter ξ1 and ξ2. Experimental
results show that when the parameter range is between 0 and
1, the model’s emotion recognition accuracy is greatly affected
by the parameters, and when ξ1 = 0.3 and ξ2 = 0.7, the model
can achieve the best emotion recognition effect.

F. Effectiveness of Data Augmentation

To verify the impact of the data augmentation module on
the experimental results, we performed an ablation experiment
on the data augmentation module. As shown in Table IV, We
find that CBERL with a data augmentation module outperforms
CBERL without a data augmentation module in emotion recog-
nition on both IEMOCAP and MELD datasets. In addition, we
also explore the experimental effects of some other baseline
models after using the proposed data augmentation module.
Experimental results show that the emotion recognition effect of
the baseline model using the data augmentation module can be
significantly improved. The performance improvement may be
attributed to the data augmentation module can balance the data
distribution relationship among different emotion categories,
which is beneficial to enhance the representation learning
of graphs.

TABLE IV
EXPERIMENTAL RESULTS OF THE CBERL METHOD FOR MULTIMODAL

EMOTION RECOGNITION TASKS ON THE IEMOCAP AND

MELD DATASETS

Methods
IEMOCAP MELD

WAA WAF1 WAA WAF1
TextCNN (w/o D) 48.93 48.17 56.35 55.01
TextCNN (D) 52.47 53.15 57.77 57.06
bc-LSTM (w/o D) 55.23 54.98 57.51 55.94
bc-LSTM (D) 59.73 59.17 58.33 57.69
DialogueRNN (w/o D) 63.42 62.74 56.12 55.97
DialogueRNN (D) 65.14 65.11 58.42 58.07
DialogueGCN (w/o D) 65.21 64.14 60.17 59.86
DialogueGCN (D) 66.59 66.17 61.24 61.37
CBERL (w/o D) 68.69 68.41 66.23 65.01
CBERL (D) 69.36 69.27 67.78 66.89

Note: CBERL (D) indicates that data augmentation is used.

TABLE V
EXPERIMENTAL RESULTS OF THE CBERL METHOD FOR MINORITY

EMOTION RECOGNITION TASKS (I.E., HAPPY, FEAR, AND DISGUST) ON

THE IEMOCAP AND MELD DATASETS

Methods
IEMOCAP MELD

Happy Fear Disgust
CBERL (N) 47.48 3.15 2.96
CBERL (D) 65.34 18.92 21.36
CBERL (M) 61.19 13.40 17.71
CBERL (A) 58.62 10.77 12.52
CBERL 67.34 22.23 24.65

Note: WAF1 is chosen as the evaluation criterion for the experiments.
CBERL (N) indicates that no data augmentation, masking strategy and ad-
justment factor are used. CBERL (D) indicates that only data augmentation
is used without masking strategies and adjustment factors. CBERL (M)
indicates that only masking strategies are used without data augmentation
and adjustment factors. CBERL (A) indicates that only adjustment factors
is used without masking strategies and data augmentation.

To verify whether the data augmentation module and the
weighted cross entropy/masking strategy can improve the emo-
tion recognition effect of minority emotions, we performed
the ablation experiment of the data augmentation module and
the weighted cross entropy/masking strategy on minority emo-
tions (i.e., happy, fear, and disgust). As shown in Table V,
the emotion recognition effect of CBERL (N) on minority
emotions is particularly poor, especially on fear and disgust.
The emotion recognition effect of CBERL (A) on minority
emotions is slightly improved compared with CBERL (N).
The improved performance may be attributed to the adjust-
ment factor forcing the model to focus on the classification
of hard samples. The emotion recognition effect of CBERL
(M) is better than that of CBERL (N) on minority emotions.
We speculate that the masking mechanism can alleviate the
long-tail problem of graph node distribution while obtain-
ing better node representation. Compared with CBERL (N),
CBERL (M), and CBERL (A), CBERL (D) achieves the best
emotion recognition performance on the minority class emo-
tion. The performance improvement is attributed to the data
augmentation module can optimize the data distribution of mi-
nority class emotion, which enables the model to learn better
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Fig. 10. Original data distribution and the data distribution after data augmentation of the IEMOCAP and MELD datasets. (a) Original distribution of the
IEMOCAP dataset. (b) Distribution of IEMOCAP datase tafter data augmentation. (c) Original distribution of the MELD dataset. (d) Distribution of MELD
dataset after data augmentation.

TABLE VI
EXPERIMENTAL RESULTS OF THE PROPOSED GAN METHOD AND OTHER

DATA AUGMENTATION METHODS ON MULTIMODAL EMOTION

RECOGNITION TASKS ON IEMOCAP AND MELD DATASETS

Methods
IEMOCAP MELD

WAA WAF1 WAA WAF1
SMOTE 68.93 68.67 66.31 65.38
Deep SMOTE 68.98 68.86 66.57 65.43
GHM 69.12 69.05 66.89 66.14
GAN 68.64 68.31 66.17 66.00
CycleGAN 69.20 69.13 66.95 66.27
Proposed GAN 69.36 69.27 67.78 66.89

emotion class boundaries. CBERL performs best in emotion
recognition in all experiments because it combines the advan-
tages of data augmentation modules, masking strategies, and
adjustment factors.

G. Comparison of Different Data Augmentation Methods

We conducted comparative experiments to illustrate the su-
periority of the data augmentation method GAN proposed in
this article. As shown in Table VI, we compare the proposed
GAN method with five data augmentation methods: SMOTE
[38], Deep SMOTE [39], GHM [10], GAN [51], and Cy-
cleGAN [52]. Experimental results show that the proposed
GAN method for data augmentation achieves the best emo-
tion recognition results on the IEMOCAP and MELD data
sets. The emotion recognition effect of CycleGAN is second,
and the emotion recognition effect of GHM is slightly lower
than CycleGAN. The performance improvement of SMOTE,
Deep SMOTE, and GAN for emotion recognition is not ob-
vious. Compared with the undersampling and oversampling
data augmentation methods, the performance improvement may
be attributed to the fact that the proposed GAN method can
generate samples that conform to the original data distribu-
tion and expand the sample size of the dataset. Compared
with the GAN and CycleGAN methods, the proposed GAN
method can learn the complementary and consistent semantic
information between multimodal features and achieve better
data generation.

TABLE VII
DISTRIBUTION OF SAMPLES GENERATED USING GAN FOR

IEMOCAP AND MELD DATASETS

Categories IEMCOCAP MELD
Happy/Joy 250 0

Neutral 80 0
Sad 120 60

Fear/Excited 120 200
Anger 250 60

Disgust/Frustrated 80 200
Surprise – 0

H. Emotion Distribution After Data Augmentation

As shown in Table VII, we give the number of samples
increased for each emotion category for the IEMOCAP and
MELD datasets. To eliminate the long-tail problem, we try to
keep the number of each emotion category as consistent as
possible. However, the number of some emotion categories is
too small, which leads to adding too much data to fail to increase
the performance of the model. In addition, we also show the
spatial distribution of different emotion categories after data
augmentation. As shown in Fig. 10, the original distributions
of the IEMOCAP and MELD datasets are chaotic and indis-
tinguishable, while the distributions between different emotion
categories after data augmentation are discriminative. The data
distribution enhanced by GAN can enhance the emotion recog-
nition ability of subsequent models.

VI. CONCLUSION AND FUTURE WORK

This article proposes the CBERL model, a MERC framework
for dialogue emotion recognition tasks. CBERL extracts in-
tramodal contextual semantic information and fuses intermodal
complementary information. Meanwhile, CBERL also consid-
ers the problem of data imbalance, and solves this problem
from three levels of data augmentation, sampling strategy, and
loss-sensitive. Extensive experiments are conducted on IEMO-
CAP and MELD datasets, and compared with other models,
CBERL achieves better classification accuracy. Furthermore,
we demonstrate the necessity of feature fusion and address the
data imbalance problem.
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In future work, in addition to considering the multimodal
feature fusion and the imbalanced data distribution of emotion
categories, we will also consider using the heterogeneous infor-
mation of multimodal data to improve the emotion recognition
accuracy of the model.
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