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Abstract
The End-Edge-Cloud (EEC) computing framework can offer low-latency, high-quality services to users of diverse

demands by leveraging pervasive resources. However, the inherent disparities in task requirements and the strong

heterogeneity of computational resources in these systems make it non-trivial for scheduler design, particularly in high load

scenarios (e.g. burst of tasks). This also complicates the adaptation of traditional cloud-oriented schedulers considering

their limited support of heterogeneous processors and accelerators (e.g., CPUs, GPUs and NPUs). In light of this, we first

present a system framework for task scheduling in the EEC architecture. In the framework we adopt a reinforcement

learning (RL)-based scheduler tailored for reducing task completion time and waiting time. Our method integrates task

characteristics and environmental constraints within matrices, based on which an adapted Q-Learning agent is employed

for decision making. We then introduce the implementation of our framework that features Kubernetes and Rancher-based

coordination with extended support for heterogeneous processing units. Experimentally we built a real-world EEC testbed

comprising PC, Atlas 200 DK, and Raspberry PI devices. Evaluation results of our algorithm demonstrate a 271%

enhancement in performance compared to existing algorithms in the context of burst-arrival task queues, which under-

scores the efficacy of our solution in realistic scenarios.

Keywords End-Edge-Cloud computing framework � Heterogeneous computing � Machine learning � Reinforcement

learning

1 Introduction

THE advent of the End-Edge-Cloud (EEC) computing

framework, propelled by advancements in the Industrial

Internet of Things (IIoT) and 5G technologies, holds the

promise of transforming computing services and elevating

Artificial Intelligence (AI) applications in terms of effi-

ciency and user experience. Nonetheless, the inherent

complexity of EEC systems poses significant challenges,

particularly in task scheduling-a critical aspect for maxi-

mizing system performance amidst diverse hardware

architectures and computational capacities [1–3].

The heterogeneity of computational resources presents a

primary challenge in the EEC computing framework. The

diversity of hardware architectures, including general-

purpose processors and specialized AI accelerators,

alongside varying task requirements and computational

capacities, complicates unified resource management

essential for efficient system collaboration. Task schedul-

ing, aiming to match tasks with appropriate resources to

enhance system performance, becomes critically complex

in this context [4].

Despite this complexity, current scheduling methods

frequently fail to account for the distinct demands of tasks,

particularly those in AI applications with strong device

affinity. For example, Zhou et al. [5] addressed task

scheduling within a space-air-ground integrated network
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for IoT services, developing a policy to reduce task

offloading and computation delays while considering

energy constraints of UAVs. Furthermore, the application

of metaheuristic approaches, like the whale optimization

algorithm to cloud task scheduling [6], underscores efforts

to adapt to specific computing environments. Nevertheless,

such methods often do not fully embrace the unique intri-

cacies of AI tasks, a gap highlighted in comprehensive

reviews of scheduling techniques [7].

Mainstream research has not adequately addressed the

heterogeneity of computing resources, a gap that is par-

ticularly apparent when considering the disparate compu-

tational strengths of various computing chips such as

CPUs, GPUs, and NPUs. Innovative attempts have been

made, such as the multi-queue scheduling method for

managing temporal disparities in hybrid clouds with

heterogeneous tasks [8], and efforts to enhance security

quality in heterogeneous multiprocessor systems within

IoT frameworks [9]. These endeavors are discussed in a

comprehensive review [10], which highlights a critical

need for advanced scheduling research in this area.

This urgency is compounded by the practical challenges

in designing and implementing a scheduling system that

can manage a myriad of server clusters, each with its own

set of heterogeneous computing devices for EEC applica-

tions. Current state-of-the-art cloud platforms, like

Kubernetes, are tailored predominantly for single-server

cluster management and do not support the intricate task

distribution and resource management needed for multi-

cluster EEC scenarios. Furthermore, the ability to oversee a

diverse range of computing resources beyond CPUs-such

as GPUs, NPUs, and FPGAs-is conspicuously absent,

posing a significant barrier to the effective allocation and

management of computational tasks within EEC infras-

tructures. This deficiency calls for a substantial enhance-

ment in cloud computing management platforms and a

reimagined approach to heterogeneous resource control in

research.

Considering the importance of real-time task scheduling

for EEC systems that prioritize service response time,

another main challenge for scheduler design is how to

make online decisions in a vast decision space. To address

this, we propose a novel reinforcement learning-based

strategy tailored for real-time EEC scheduling capable of

handling the heterogeneity of computing resources. Our

method employs an adaptive Q-learning algorithm for

immediate resource allocation, prioritizing urgent tasks via

an intelligent queuing system. It takes into account varied

compute capabilities and network conditions, aiming to

optimize task distribution and minimize delays.

We conducted experiments in a testbed where we

implemented our EEC framework and the scheduler over

commercial devices including PC/Atlas 200 DK/Raspberry

PI. The also system was build upon Kubernetes and Ran-

cher. The results show that our method outperforms

mainstream task scheduling algorithms especially in the

case of dense task arrivals (performance improvement by

271%), which manifests the capability of our solution in

handling bursts of tasks in EEC systems.

In summary, we make the following key contributions:

1. We propose an easy-to-implement, RL-based schedul-

ing algorithm specifically designed to effectively

utilize heterogeneous resources (e.g., AI accelerators)

within EEC systems. Our algorithm is optimized for

minimizing task completion time and waiting time.

2. We developed an EEC system framework, namely

EECRL, based on extended Kubernetes and Rancher

platforms. The proposed algorithm serves as the

scheduler in our framework to empower resource-

efficient coordination within the EEC architecture.

3. Through experiments on a real-world testbed we

demonstrate that our RL-based scheduling algorithm

outperforms existing approaches under different set-

tings of task arrival rate.

The remainder of this paper is structured as follows: Sect. 2

provides background information, introducing the task

scheduling framework, heterogeneous computing task

scheduling problem, and research on reinforcement learn-

ing in related fields. The proposed model is detailed in

Sects. 3, 4, and 5. Section 6 conducts experiments and

analyzes performance. Finally, Sect. 7 concludes the paper.

2 Background and related work

2.1 Orchestration frameworks

Kubernetes, like other mainstream cloud computing tech-

nologies, is a leading orchestration platform widely used

for resource monitoring and task scheduling due to its high-

performance, fairness-based schedulers. However, it has

two critical limitations in EEC scenarios [11]:

1. Single-Cluster Scheduling: Kubernetes is designed

for single-cluster scheduling, which is suitable for

cloud server or edge server cluster scenarios. However,

EEC environments involve multiple clusters (end,

edge, cloud), requiring cross-cluster task scheduling

and monitoring. This limitation makes Kubernetes less

effective for EEC scenarios.

2. Limited Resource Support: The default Kubernetes

schedulers only support monitoring and scheduling of

CPU resources. Even with third-party support, it

currently only handles CPU and GPU resources. EEC

architectures include various heterogeneous computing
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resources such as CPUs, GPUs, NPUs, TPUs, and

FPGAs, which Kubernetes’ default scheduling algo-

rithms cannot efficiently manage and coordinate.

To address these challenges, this paper employs the Ran-

cher platform [12], which supports cross-cluster task

scheduling and resource management through APIs.

Additionally, it uses direct socket communication with

nodes and driver commands like npu-smi and nvidia-

smi to monitor various heterogeneous computing resour-

ces, compensating for Kubernetes’ limitations in managing

heterogeneous resources.

2.2 Heterogeneous task scheduling in EEC
systems

In the EEC scenario, beyond establishing a framework

capable of cross-cluster task scheduling and monitoring

heterogeneous computing resources, designing an efficient

scheduling algorithm is a crucial component for effectively

completing computational tasks. Currently, several excel-

lent scheduling algorithms have been developed for edge

computing, cloud computing, and similar scenarios. For

instance, [13] introduced Gavel, a heterogeneity-aware

scheduler that generalizes existing scheduling policies into

optimization problems and transforms them into hetero-

geneity-aware versions. Additionally, [14] studied a two-

month workload trace from a production MLaaS cluster at

Alibaba with over 6000 GPUs, highlighting the challenges

in cluster scheduling. [15] proposed a framework for

heterogeneous computation and resource allocation to

effectively implement FL, aiming to minimize energy

consumption and maximize energy harvesting for smart

devices by considering multiple controls. Similarly, [16]

proposed a strategy for cost-efficient container orchestra-

tion through heterogeneous task allocation, focusing on

resource utilization optimization and elastic instance pric-

ing. Furthermore, [17] introduced a KNN-based scheduler

that starts with speculative prefetching, performs KNN

clustering on the intermediate map output, and then directs

it to the reducer for final processing.

These studies have addressed the heterogeneity of

devices and tasks, using advanced algorithms and machine

learning models to predict resource usage patterns and

facilitate real-time scheduling decisions. However, EEC

scenarios differ from edge computing in that heterogeneity

is not only present in computing chips and tasks but also in

the computing capabilities of devices across the end, edge,

and cloud layers. This aspect is often overlooked in current

research, leading to significant computational power waste

in the EEC framework, as shown in Fig. 1. Therefore, this

paper comprehensively considers the heterogeneity in

devices, chips, and computational power within the EEC

architecture to design Reinforcement Learning-based

Scheduling algorithms that achieve unified scheduling of

computational power and efficient completion of hetero-

geneous tasks.

2.3 Reinforcement learning-based scheduling

Over the past few years, reinforcement learning (RL), a

subset of machine learning, has proven to be effective for

enhancing scheduling algorithms [18]. RL enables an agent

to interact with its environment, receive rewards for

actions, and learn from these interactions. This approach

has been successfully applied in various fields, including

gaming, robotics, and resource management [19].

Applied to scheduling, RL can dynamically adjust

scheduling policies based on system state changes, leading

to more efficient resource use and improved system

performance.

Many studies have explored RL in scheduling algo-

rithms. For example, researchers have developed RL-based

scheduling for cloud computing to reduce makespan or

balance loads across servers. RL has also been used for task

scheduling in heterogeneous computing systems to maxi-

mize resource utilization or minimize energy consumption.

Notable contributions include [20], which developed an RL

model for task scheduling in a cloud-based Spark cluster

considering SLA objectives, [21], which proposed an ML

job feature-based scheduling system (MLFS) for ML

clusters, and [22], which introduced RLScheduler, an

automated HPC batch job scheduler using RL.

However, current RL models for scheduling are mostly

focused on cloud and edge computing, with few studies

addressing EEC scenarios. Additionally, there is a lack of

training environment design for EEC. This paper intro-

duces a reinforcement learning interactive environment and

model specifically designed for EEC scenarios.

Fig. 1 EEC scenarios differ from edge computing in that hetero-

geneity is not only present in computing chips and tasks but also in

the computing capabilities of devices across the end, edge, and cloud

layers
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3 Problem formulation

In our EEC architecture, the hierarchical system is orga-

nized in clusters and each cluster typically encompasses a

variety of heterogeneous compute resources that differ in

compute power, architecture, and chip models. Formally,

we represent the features of each node in each cluster as

E ¼ ½Ck;Cm;Gk;Gm;Nk;Nm; . . .;Disk;Net� where

Ck;Gk; . . . denote the number of available cores for

heterogeneous processors/accelerators such as CPUs,

GPUs, etc. Cm;Gm; . . . represent the available memory for

the corresponding modules. Disk refers to the available

storage space, and Net is the device’s network communi-

cation capacity.

Based on resource requirements, tasks in the system are

manually grouped into six categories during the prepro-

cessing stage: AI-intensive, memory-intensive, network-

intensive, storage-intensive, I/O-intensive, and CPU-in-

tensive. This classification is done ahead of time by system

administrators or developers based on the specific charac-

teristics and resource needs of each task. For instance, AI-

intensive tasks typically require specialized accelerators

(e.g., GPUs and NPUs), and are modeled in a unified way

to ensure efficient scheduling. By manually categorizing

tasks during preprocessing, the system can optimize

resource allocation and ensure that each task is assigned to

the most appropriate resources within the heterogeneous

environment.

In heterogeneous computing, the main complexity lies

in the fact that an AI-intensive task may be able to run on

different types of computational units and the resulting

performance can differ a lot. For instance, a CNN model

training and inference task for image recognition can be

run solely on CPU, CPU combined with high-performance

chips like GPU, NPU and TPU, or using FPGA for opti-

mized parallel computation. The required computational

resources and execution efficiency for each option can vary

significantly due to the difference in compute power and

their compatibility with the task. To cover these factors, we

represent the set of tasks as T ¼ \T1; T2; . . .; Tk [ , where

Ti ¼ ½Ci
rk;C

i
rm;G

i
rk;G

i
rm;N

i
rk;N

i
rm; ::;Disk

i
r;Runtimei�. In

this context, k represents the type of heterogeneous

resource that not only depends on processor or accelerator

class (e.g., NPU, GPU, TPU) but also on their models such

as Nvidia 1080ti, 3090, among others. And Ci
rk;G

i
rk; . . .

represent the estimated core requirements on heteroge-

neous chips like GPUs, NPUs, and FPGAs. For GPUs,

cores are managed using CUDA’s grids and blocks; NPUs

use tensors to handle data flow and parallelism; and FPGAs

utilize LUTs and DSP units to set parallelism and resource

usage. Ci
rm;G

i
rm; . . . represent the estimated memory

required for these tasks on these types of chips. Diskir refers

to the estimated storage space needed for the computational

task, and Runtimei denotes the estimated duration for the

task to run on the current node, given the current execution

method. This matrix provides a detailed description of the

computational requirements of task T and its potential

execution methods.

Assume the EEC system consists of a total ofM clusters,

each comprising N nodes. We use a decision variable x to

denote the allocation of task T to node D. This variable is

constrained to be an integer within the range 0� x\k,

where k represents the number of heterogeneous compu-

tational units present within the cluster, with each value

corresponding to a specific execution strategy on the node.

A task allocation plan across all clusters can thus be

encapsulated within the following matrix representation:

TD ¼

Cluster1 Cluster2 . . . ClusterM

x11 x21 . . . xM1
x12 x22 . . . xM2

..

. ..
. . .

. ..
.

x1N x2N . . . xMN

8
>>>>>>><

>>>>>>>:

9
>>>>>>>=

>>>>>>>;

: ð1Þ

If clusters are of different sizes, the matrix can be aug-

mented by filling the positions of unavailable chip types

with zeros. Using this representation, the assignment of

task T to node D can be expressed as TD
x . This indicates that

the final output of our scheduling algorithm is the identi-

fication of the appropriate cluster and node for the current

task, along with the designated execution strategy x.

For every task assignment to a node, the embeddings of

both the task and the node are updated. Let Ei and Ti denote

the i-th element of the node and task embeddings tuples

respectively. The updated embeddings after the assignment

can be represented as E0
i and T 0

i . The update rules can then

be defined as follows:

E0
i ¼Ei � Neti ð2Þ

T 0
i ¼Ti � Runtimei ð3Þ

With the constraint that for each i, the updated task

embedding must be less than or equal to the updated node

embedding:

T 0
i �E0

i ð4Þ

For the average waiting and completion times, we retain

the summation across all tasks, but now with explicit

indexing to denote the summation is over individual tasks:

Avgwait ¼
1

c

Xc

i¼1

Twait;i ð5Þ
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Avgcomplete ¼
1

c

Xc

i¼1

ðTRuntime;i þ Twait;iÞ ð6Þ

Here, c still denotes the count of tasks. The optimization

objective becomes:

min a� Avgcomplete þ ð1� aÞ � Avgwait

� �
ð7Þ

where a is a parameter between 0 and 1 that balances the

completion time and waiting time in the objective function.

Our study prioritizes both average waiting time and com-

pletion time as key metrics, recognizing their importance

from the perspectives of both users and system managers.

While users are primarily concerned with completion time,

when the task is finished and results are available, waiting

time plays a critical role from the system manager’s

viewpoint. Efficient management of waiting time is

essential for optimizing task allocation and maintaining

load balancing across heterogeneous devices. By carefully

minimizing waiting times, the system can maximize

resource utilization, ensuring smooth operation and dis-

tributing workloads evenly across the available hardware.

Therefore, we emphasize both metrics to strike a balance

between user experience and overall system performance

and efficiency.

Recognizing that the optimization of task scheduling is

classified as Mixed Integer Linear Programming (MILP)

and is inherently a non-convex NP-hard problem, as

identified in the literature [20], precise estimation of the

actual completion time for each computational task

becomes a critical prerequisite for effective scheduling.

The challenges are amplified in heterogeneous computing

environments, where the scheduling demands considera-

tion of additional data dimensions to accommodate diverse

resource types, thereby increasing the scheduler’s com-

plexity. While heuristic algorithms and reinforcement

learning offer viable solutions, their application to such

multi-dimensional and intricate problems requires strategic

tailoring to navigate these complexities successfully.

4 Architecting the heterogeneous EEC
scheduling system

As illustrated in Fig. 2, the proposed framework is

designed specifically for task scheduling in EEC systems,

aiming to optimize the management of heterogeneous

computing resources in server clusters. We base our

framework on Kubernetes to provide the central orches-

tration capabilities and integrate lightweight Kubernetes

distributions, such as K3S and KubeEdge, to enable more

efficient resource management at the network edge.

In the top layer of our framework we utilize Rancher, a

higher-level container management platform similar to

Kubernetes Federation (KubeFed). While Kubernetes

handles the deployment and management of containers

within each cluster, Rancher provides the user interface,

access control, and additional services that simplify cluster

administration. This hierarchical approach allows for

cohesive and coordinated management of multiple Kuber-

netes clusters across the end-edge-cloud continuum.

The native modules within Kubernetes and Rancher can

only monitor basic metrics such as the utilization of CPU,

memory, and disk. However, extra support of data acqui-

sition is needed for the EEC environment to manage

heterogeneous compute resources including GPUs, TPUs,

NPUs, and FPGAs, which are pivotal for AI workloads. To

address this gap, we integrated monitoring modules on

each node to collect real-time data using low-level libraries

like PyCUDA and GPUtil, as well as device-specific

toolkits (e.g., npu-smi for the Huawei Ascend-310 NPU

to monitor NPU utilization and map memory metrics Nk

and Nm in E). In our framework the collection of these

metrics are then aggregated to the scheduler using a Socket

connection.

Finally, based on Docker we built environment images

for each type of node (according to their processor/accel-

erator class) in the system. This allows the scheduler to pull

and launch the corresponding environment images (such as

GPU, NPU, etc.) directly via the Kubernetes API to exe-

cute the distributed tasks. The scheduler distributes tasks in

JSON format through the Rancher API, guiding the

deployment of pods on each node of every cluster for the

Fig. 2 Schematic of our scheduling framework for Heterogeneous

EEC System Architecture. The first layer encapsulates heterogeneous

computing resources, the second layer realizes cluster node manage-

ment based on Kubernetes, and the third layer implements cross-

cluster management and task distribution based on Rancher
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specified tasks. This implementation achieves high-per-

formance and resource-aware scheduling within the EEC

framework.

5 Constructing RL-based scheduling
strategy

We employ a RL agent as the core of our scheduler. The

agent interacts with the environment that encapsulates the

server conditions and task details at each time point. The

assignment of tasks, denoted as at, is considered an action

following a policy pðatjstÞ to learn. The learning process

targets at the maximization of the total reward R ¼ Rr in

the form of environment feedbacks.

The proposed RL-based scheduler makes scheduling

decisions subject to the resource requirements of all

scheduled tasks and the capacity constraints of the avail-

able resources. The RL agent constantly observes the

computational capabilities of nodes, inter-device commu-

nication costs, and the demands of incoming tasks.

As depicted in Fig. 3, the task queue, the clock (which

also serves as a timer recording time steps), and the EEC’s

heterogeneous computing resources collectively constitute

the environment for our task scheduler to observe. The task

queue primarily provides information (Task info) that

includes the computational resources required by different

computational methods of the task and an approximate

computation time. The clock primarily provides the current

system time point t, recording the time each task arrives, is

queued, assigned for execution, and finally completed.

Lastly, the EEC’s heterogeneous computing resources

primarily provide information (Env info), including the

basic information of each cluster, such as available

computational resources, network environment, and the

number of completed tasks.

The scheduler takes two types of actions based on the

current environment after observing it. One action directly

outputs the cluster and node number where the current task

is assigned, along with T execution method

\Cluster;Node; T [ . The other action allows the current

task to wait for a while P, in addition to the

\Cluster;Node; T [ information.

Upon the agent’s action, the reward generator in the

figure evaluates the computational reward resulting from

the action at the current time. It is important to note that in

the RL environment, the rewards given to the agent are

always external. However, RL algorithms can have their

internal reward (or parameter) calculations, which they

continuously update to discover superior strategies.

5.1 Fundamental design

In the following we introduce the key elements in the

design of our RL-based scheduler.

State space: The state space is one of the fundamental

concepts in the RL model, typically representing a set of all

possibilities that the agent can observe in the environment.

In the system designed in this paper, it is mainly divided

into three parts:

• Env info: This primarily includes E ¼
½Ck;Cm;Gk;Gm;Nk;Nm; . . .;Disk;Net� mentioned in

Sect. 3. The only difference is that the Envinfo men-

tioned here is a set of E corresponding to all nodes in all

clusters in the system, which can be represented as

Envinfo ¼ fE1;E2; . . .;Elg, where l represents the num-

ber of all nodes.

• t: This represents the built-in time step of the system. It

records the step distance the system has walked from

the start of scheduling the first task to the present. It is

worth noting that when there is no task to be scheduled

in the system, or all computing resources are idle, this

t value will be reset to zero until the next task arrives

and the timing restarts.

• Task info: This mainly includes

T ¼ \T1; T2; . . .; Tk [ , where Ti ¼ ½Ci
rk;C

i
rm;

Gi
rk;G

i
rm;N

i
rk;N

i
rm; ::;Disk

i
r;Runtimei� mentioned in

Sect. 3. The only difference is that the Taskinfo
mentioned here is the computing task being scheduled

in the system; the tasks currently waiting for scheduling

and their waiting time can be represented as

Taskinfo ¼ fT 0
1; T

0
2; . . .; T

0
xg, where x represents the num-

ber of tasks, T 0
i ¼ Ti þ P, and P is the waiting time of

the task.

Fig. 3 Conceptual diagram of the reinforcement learning model

proposed in this research
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Consequently, in the scheduling problem addressed in this

paper, the state space expands solely with the increase in

cluster size (total number of virtual machines) and the

length of the task waiting queue rather than depending on

the total number of jobs. This implies that the complexity

of the optimization problem is directly proportional to the

scale of heterogeneous computing resources in the system

and fundamentally unrelated to the size and quantity of

tasks.

Action Space: The scheduler’s decision-making pro-

cess, encapsulated as actions within the system, influences

the state of the environment by determining task allocation.

The action space consists of two principal decision types

that the scheduling agent can opt for. The first type is an

immediate scheduling action, where the scheduler outputs a

direct strategy for task allocation and execution on a

specified cluster and node. The second type involves a

delayed scheduling action, where the scheduler decides to

wait for P seconds before task execution. These decisions

can be formally represented by the tuple

Strategy ¼ \Cluster;Node; T;P[ .

To elaborate:

• The choice between these two scheduling actions is

determined by the output of a reinforcement learning-

based scheduling agent. Depending on the state of the

system and the task requirements, the agent may choose

to immediately allocate the task to a node (the first type)

or delay the task by P seconds before scheduling (the

second type).

• The decision-making process is an online, single-task

scheduling method, reflecting real-time task assign-

ments. The execution of this process aligns with

Equation (1), which enumerates all potential scheduling

scenarios for a single task within the system.

• The parameter P, representing the wait time before

scheduling, is also determined by the scheduling agent

based on the reinforcement learning model. The value

of P is within a range from 0 to max time, allowing for

dynamic adjustment based on immediate system con-

ditions and task priorities.

Given a system with l nodes and the inclusion of k possible

execution methods outlined in Sect. 3, the action space is

quantified as lþ k þ 1 discrete actions. Each action cor-

responds to a unique scheduling decision, either instanta-

neously placing a task on a node or imposing a calculated

delay, enhancing the adaptability of the scheduling system.

Reward: The reward represents the quality of the

feedback the environment gives for each action the

scheduler takes with respect to the optimization objective.

In this paper, the reward is designed with two primary

cases. One is �1, which indicates that the current action

has not changed the environment (i.e., the task is assigned

to wait rather than execute immediately). The other is a

positive number greater than zero, representing the degree

to which the action optimizes the objective. This positive

reward is proportional to the quality of the task assignment

in terms of minimizing both task completion time and

waiting time.

Since reinforcement learning accumulates rewards over

time, each individual reward contributes to the overall

long-term optimization. The reward for each action serves

as a learning signal in the RL model, guiding future task

allocations.

Overall, the reinforcement learning process is illustrated

in Fig. 4. The paper concludes with an explanation of the

reward calculation for each action. The reward for each

action, with respect to a given task, is formalized as:

RewardðtÞ ¼
�1 if wait

RðtÞ if distribute

�

ð8Þ

where the function R(t) is defined as:

CTC ¼ a

P
TRuntime

c
þ TRuntimeðtÞ

� �

;

WTC ¼ ð1� aÞ
P

TP
c

þ TPðtÞ
� �

;

RðtÞ ¼ cþ 1

CTC þWTC
:

ð9Þ

where
P

TRuntime and TRuntimeðtÞ represent the total runtime

of all tasks completed up to the current time and the esti-

mated runtime for task t, respectively. Similarly,
P

TP and

TPðtÞ denote the total waiting time for all completed tasks

and the estimated waiting time for task t, respectively. The

variable c denotes the count of tasks that have been

completed.

In practical reinforcement learning scenarios, the

objective function is typically maximized. However, in our

scheduling context, the objective is to minimize both task

completion and waiting times. Consequently, the recipro-

cals of these times are incorporated into the reward func-

tion to align with the minimization goal.

The success of RL-based scheduling heavily relies on the

reward function. In our design, a controls the trade-off

between completion time and waiting time, allowing the

scheduler to adapt to different system needs. We acknowl-

edge that mis-specification or suboptimal task allocation

may occur in complex heterogeneous environments. How-

ever, by adjusting a, the system can balance short-term and

long-term objectives, optimizing task distribution.

By design the Runtime attribute represents the esti-

mated running time required for each task when executed

on a specific node. A naı̈ve way is to maintain a lookup

table for any specific device, but this is very time-con-

suming and hard to extendable. For instance, in [23], the

Cluster Computing          (2025) 28:179 Page 7 of 19   179 

123



authors measured the average inference latency of 5000

sample DNNs and constructed a latency lookup table for that

specific device. However, Lu et al. [24] found that building a

latency predictor for each operator’s single device could take

over 27 h, assuming an ideal case of 20 s per measurement

and uninterrupted measurements. To this end, they further

proposed an efficient proxy adaptation technique that sig-

nificantly improved the monotonicity of latency, enabling

the discovery of Pareto-optimal architectures almost iden-

tical to those of existing single-device NASwhile only using

a proxy device, thus avoiding the high cost of building pre-

dictors for each device. However, considering the current

EEC scenario, with the rapid updates of devices and com-

puting architectures on the market, the wide variety of

heterogeneous computing chips, and the absence of a unified

protocol to manage them [25], building such predictors still

consumes a lot of time and resources.

For task Runtime estimation, we have observed a

pattern as we continue to run different AI-intensive tasks

on various heterogeneous computing resources. A specific

multiplicative relationship exists in computing power

between different versions of the same type of heteroge-

neous processing units (Fig. 5).

Figure 5 shows the time consumed by 100 CNN models

automatically trained through a Neural architecture search

(NAS) [26] model to infer 10,000 MNIST handwritten

images (batch = 1) on different heterogeneous chips. The

vertical axis in the figure, from top to bottom, represents

chips including the Tesla T4 GPU (16 G), Nvidia Geforce

GTX 1060 GPU (8 G), Davinci AI core NPU (8 G), ARM

cortex-A72@1.5GHz with Broadcom VideoCore

VI@500MHz CPU(4 G), Intel(R) Core(TM) i7-6700HQ

CPU @2.60GHz(8 G), and A55 Arm core@1.6GHz(8 G)

CPU. The figure shows that a particular multiplicative

relationship exists between the same type of chips, such as

GPUs and CPUs, though different types of computing chips

produce significant differences in computation time when

running the same AI computation task. Therefore, in the

calculation of the Runtime attribute of the tasks in this

paper, we establish a computation latency lookup

table based on one of the chip model and then calculate the

power multiples between different versions of the same

type of chip to expand the lookup table, based on a large

amount of historical data from heterogeneous computing

devices, instead of conducting experiments to establish a

lookup table on each device. Empirical evidence shows

Fig. 4 The internal working of

the proposed RL-based

scheduler. With our reward

design, the scheduler (agent)

learns to minimize both the task

completion time and the waiting

time

Fig. 5 Inference latency of the 100 CNN models run on different

devices
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that this method significantly reduces the workload and

provides relatively accurate predictions of the actual run-

ning time of tasks.

5.2 Strategy optimization

In the context of an EEC system, the scheduler needs to

perceive the state of heterogeneous computing resources on

each node in the cluster, take scheduling actions of task

allocation, and learn from the experience of these iterative

interactions given the environment feedbacks (rewards).

Q-learning, a form of dynamic programming, tradi-

tionally uses a two-dimensional matrix to represent the Q-

function, which contains values for each state-action pair.

However, this tabular approach becomes impractical in

high-dimensional spaces due to the exponential growth of

state-action pairs. To address this, Deep Q-Learning

(DQN) is widely adopted where a neural network with

parameters u is used to approximate the Q-values, denoted

as Qðs; a; uÞ � Q�ðs; aÞ. We employ the DQN algorithm as

an optimization method within the reinforcement learning

framework. Empirical studies have shown that DQN can

learn the availability of heterogeneous computing resour-

ces and the demand constraints of heterogeneous comput-

ing tasks pertinent to the scheduling problem discussed in

this study [20]. Consequently, it can complete the corre-

sponding reinforcement learning episodes for accumulated

reward maximization.

In our implement of DQN, the neural network is trained

to minimize the following loss at each step i:

LiðuiÞ ¼ Es;a;r;s0 ðr þ cmax
a0

Qðs0; a0; ui�1Þ � Qðs; a; uiÞÞ2

ð10Þ

In this equation, r represents the distribution over transi-

tions fs; a; r; s0g sampled from the environment. The term

r þ cmaxa0 Qðs0; a0; ui�1Þ is known as the Temporal Dif-

ference (TD) target, and the difference between the TD

target and the Q-value is the TD error.

In the proposed reinforcement learning based scheduler,

the agent employs an �-greedy policy, which balances the

trade-off between exploration and exploitation. The agent’s

memory, a vital component of the Experience Replay

mechanism, stores past transitions and uses them in batches

to update the Q-values. This batch update approach

enhances the stability and efficiency of the learning pro-

cess. The agent’s Q-values are approximated using a neural

network trained to minimize the Mean Squared Error

(MSE) loss, as defined in the equation above. The agent

uses a separate target network to ensure stable learning,

providing more consistent update targets. The entire algo-

rithm is shown in Algorithm 1.

Algorithm 1 Training Algorithm
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6 Evaluation

In this section, we detail the setup of our experimental

environment, which is a heterogeneous EEC computing

testbed consisting of clusters at the end, edge, and cloud

layers. We then evaluate the performance of the proposed

scheduler by comparing it with several baseline scheduling

algorithms.

6.1 Experimental setup

Cluster resources. In this study, an real-world testbed was

built as a prototype EEC system following our framework.

The hardware configurations for the cloud, edge, and end

devices are as follows:

• Cloud server cluster: One server equipped with 8 Intel

(R) Xeon (R) E5-2620 v4@2.10GHz CPU (64 G) and 2

Nvidia Tesla T4 GPU (16 G); 1 TB disk capacity.

• Edge server cluster: Three Atlas 200 DK equipped

with 2 A55 Arm core@1.6GHz CPU (8 G) and 2

Davinci AI core NPU (8 G); 50GB disk capacity.

• End device cluster: Four Raspberry Pi equipped with 4

ARM cortex-A72@1.5GHz CPU (8 G) and Broadcom

VideoCore VI@500MHz (4 G); 59GB disk capacity.

In this context, K3S is responsible for managing the

cloud server and end-side device clusters, while KubeEdge

handles the management of the edge server cluster. Ulti-

mately, all three clusters are centrally managed by the

Rancher tool. It is worth mentioning that, for both the cloud

server and Atlas 200 DK devices, we have created corre-

sponding Docker images containing the necessary drivers

and library functions for their AI chips (GPU, NPU). This

allows us to execute tasks based on scheduling and exe-

cution policies tailored to different AI chips.

Task information. Next, we focus on task selection and

the generation of task queues. As mentioned in Sect. 3, to

better simulate the industrial EEC environment, we selec-

ted several common computing tasks from practical

applications: AI-intensive tasks (inference of 10,000

MNIST images using 10 CNN models with a batch size of

1), memory-intensive tasks (continuously adding data to a

list in the program to increase runtime memory), and

storage-intensive tasks (repeatedly copying a program that

consumes a large amount of storage memory). The task

information matrix T for each type of task is shown in

Table 1.

In generating task queues to better simulate task distri-

bution in a real EEC scenario, this study introduces two

approaches. The first approach is the standard task queue

generation mode, where 100 random tasks arrive at arbi-

trary times within the initial 1000s, termed the ‘‘Stable-

Arrival Task Queue’’. For example, in a power grid sce-

nario, an end-to-end camera captures photos during routine

inspections. The second approach involves the arrival of

1000 random tasks at random times within a 1000-second

interval, termed the ‘‘Burst-Arrival Task Queue’’, similar

to computing tasks centrally updated by AI models in a

power grid scenario.

Reinforcement learning parameters. Finally, the basic

settings of the reinforcement learning parameters utilized

in the experiments are displayed in Table 2. It is worth

noting that during the training process of reinforcement

learning, we adopted an early stopping strategy to prevent

model overfitting and save a significant amount of training

time. Specifically, the training is halted if the maximum

reward does not increase for 80 consecutive iterations.

Table 1 Resource Consumption Metrics for AI-intensive, Memory-intensive, and Storage-intensive Tasks Across Devices and Computational

Modes

Task Type Device Mode Crk Crm/MB Grk Grm/MB Nrk Nrm/MB Disk/MB Runtime/s

AI-intensive Cloud CPU 0.49 1770 0 0 0 0 32 74

GPU 0.10 1017 0.30 2048 0.00 0 12 14

Edge CPU 0.98 900 0.00 0 0.00 0 32 534

NPU 0.10 1024 0 0 0.30 1024 10 114

End CPU 0.98 900 0.00 0 0.00 0 32 534

Memory-intensive Cloud CPU 0.11 1942 0.00 0 0.00 0 23 12

Edge CPU 0.17 1955 0.00 0 0.00 0 20 37

End CPU 0.41 1966 0.00 0 0.00 0 20 26

Storage-intensive Cloud CPU 0.11 143 0.00 0 0.00 0 1987 12

Edge CPU 0.14 40 0.00 0 0.00 0 1964 134

End CPU 0.34 87 0.00 0 0.00 0 1969 47
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Baseline scheduling algorithms. In this study, we

conducted performance comparison experiments using four

scheduling algorithms and the reinforcement learning

method proposed in this paper, which is hereafter referred

to as EECRL.

DRL- Based algorithm [20]: This reinforcement

learning method was proposed by Muhammed Tawfiqul

Islam et al. in 2022 for the Spark cloud computing envi-

ronment. It can reduce task completion time and decrease

server wear by nearly 30%. However, since its algorithm

and reward function design mainly target server wear and

homogeneous computing resources and tasks, we set the

reward function consistent with our study during the

replication process. Meanwhile, [20] uses Q-learning and

REINFORCE as agents. Since we adopted Q-learning in

our study, we replaced it with the PPO method. Finally,

other reinforcement learning parameters are consistent with

the settings in [20].

S-P-GWO [27]: A hybrid optimization algorithm that

combines a support vector machine (SVM) to classify

virtual machines with a particle swarm optimization (PSO)

algorithm to find the optimal virtual machine. Finally, the

Grey wolf optimizer (GWO) is applied to determine the

scheduling strategy with the shortest execution time.

GA-GWO [28]: A hybrid optimization algorithm that

integrates the GWO and Genetic Algorithm (GA),

enhancing the optimization capability of GWO to improve

global search efficiency in solving scheduling problems.

Sigmoid-PSO [29]: This is a particle swarm algorithm

that uses a sigmoid function for inertia weight

optimization.

First Fit (FF): This is a classic scheduling strategy that

executes tasks on a first-come, first-served basis. It is a

greedy algorithm that always considers the maximum

reward that can be obtained during task arrival. During the

initial phase of training in the RL-based scheduler, the FF

strategy serve as a baseline policy to explore the action

space efficiently.

It is worth noting that when conducting experiments

with the Burst-Arrival Task Queue, the scheduling process

of the aforementioned heuristic scheduling models is sig-

nificantly delayed due to the requirement for a global

solution. This substantially impacts their overall perfor-

mance. Therefore, in this part of the experiment, we

adjusted the scheduling interval of the heuristic learning

models, setting it to perform scheduling once every 100

tasks.

Since the built-in scheduling algorithm of Kubernetes

only supports the scheduling of computing resources and

tasks within the cluster, it cannot be directly compared in

the EEC scenario. Ultimately, we chose the three most

commonly used algorithms in the task retrieval scenario for

comparison, namely reinforcement learning, heuristic

learning, and the greedy algorithm, to analyze the perfor-

mance advantages of the method proposed in this paper as

comprehensively as possible.

6.2 Parameter Study and Convergence
Evaluation of EECRL

We train the EECRL model for both the Stable-Arrival

Task Queue and the Burst-Arrival Task Queue and set a to

1.0, 0.75, 0.5, 0.25, and 0.0, respectively, to observe the

impact of a on the training process, as shown in Fig. 6.

The value of a affects whether the EECRL model is

more inclined to optimize the average completion time of

tasks or the average waiting time of tasks. Therefore,

several obvious phenomena can be found in Fig. 6:

1. The optimization effect of EECRL on the Burst-Arrival

Task Queue is much higher than that on the Stable-

Arrival Task Queue.

2. EECRL is better and faster at optimizing the waiting

time of tasks in the queue than optimizing the

completion time of tasks in the queue.

3. Compared with the FF algorithm, EECRL has a

significant performance improvement.

Firstly, regarding the first phenomenon, it is evident from

Fig. 6 that the convergence curves of the first row are

significantly inferior to those of the second row. Mainly,

when performing multi-objective optimization on the

Stable-Arrival Task Queue, overfitting is prone to occur.

However, for the Burst-Arrival Task Queue, when a is

0.25, 0.5, 0.75, and 1.0, the performance is improved by

10.77%, 14.44%, 15.45%, and 13.63%, respectively,

compared to the FF algorithm. The reason is relatively

straightforward. The task release of the Stable-Arrival Task

Queue is more dispersed on the timeline. Under such cir-

cumstances, apart from the randomly assigned task

scheduling strategy, most tasks will experience minimal

waiting time and will be directly assigned to the most

suitable node at the current time point. Therefore, no

matter how many times reinforcement learning is

Table 2 Reinforcement Learning Parameters

Parameter Value

Gamma (c) 0.91

Initial Epsilon (�initial) 1.0

Minimum Epsilon (�min) 0.01

Epsilon decay 0.995

Batch size 64

Learning rate (lr) 0.001
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performed, it cannot learn better knowledge. Moreover, the

training data and sample space in this situation are limited,

which often leads to overfitting.

Secondly, the second phenomenon can be seen from the

data in Fig. 6. When EECRL focuses only on optimizing

the task waiting time (a ¼ 0:0), it improves by 2632.96%

and 243.64% for the Stable-Arrival Task Queue and Burst-

Arrival Task Queue, respectively. Compared to other sit-

uations, the performance improvement of EECRL over the

FF algorithm is at least 20 times higher. The reasons for

this phenomenon are analyzed as follows: (1) The task

waiting time is a single indicator; at least only one time

period needs to be recorded in the calculation process, so it

is a single-objective optimization problem in the opti-

mization process. (2) The task completion time is influ-

enced by many factors, such as task execution time, task

waiting time, model inference time, network latency, etc.

Therefore, even if we only consider the task completion

time, we consider data from multiple dimensions. There-

fore, compared to optimizing task waiting time, it is more

challenging to take task completion time as the optimiza-

tion target, which leads to better optimization performance

in that dimension.

Regarding the third phenomenon, it is a feature of

reinforcement learning. Reinforcement learning will

improve performance through continuous attempts based

on a fixed algorithm. Therefore, the reinforcement learning

model built based on the FF algorithm is expected to

improve specific performance after training.

6.3 Evaluating average task completion time

In this section, we mainly evaluate the optimization ability

of EECRL on the average completion time of the task

queue. By analyzing the comparative experiments of the

EECRL algorithm and the four benchmark scheduling

algorithms proposed in this chapter, we draw the corre-

sponding conclusions.

In the comparative experiment design of this chapter,

experiments were also conducted for the Burst-Arrival

Task Queue and Stable-Arrival Task Queue environments,

as shown in Fig. 7. From the figures, we can also find

several phenomena:

1. For the Stable-Arrival Task Queue, the heuristic

learning training method is better than the reinforce-

ment learning effect. However, when it comes to the

Burst-Arrival Task Queue, reinforcement learning

shows excellent performance.

2. In the EEC reinforcement learning environment

designed in this paper, the differences brought about

by different reinforcement learning iteration algorithms

are not particularly obvious.

Regarding the first phenomenon, as shown in Fig. 7, the

GA-GWO heuristic learning algorithm demonstrates the

best performance when handling the Stable-Arrival Task

Queue. The average task completion time is only 16.67 s,

which is 13.45 s better than the average value of all

algorithms. This includes both the S-P-GWO and Sigmoid-

PSO algorithms, which also outperform the reinforcement

Fig. 6 Evaluation of the Training Process and Convergence Performance of EECRL for both Stable-Arrival Task Queue (first row) and Burst-

Arrival Task Queue (second row)
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learning algorithms. The primary reason for this lies in the

dispersion of task distribution. Although not explicitly

shown in the paper, it is worth mentioning that heuristic

learning algorithms, particularly GA-GWO, exhibit their

greatest advantage when the number of tasks ranges

between 20 and 40. In such an environment, tasks do not

require long waiting times, and the search space for the

algorithm is limited and well-defined. As a result, the

optimization upper bound is fixed and easy to identify.

At the same time, with only 100 tasks, the knowledge

learned by reinforcement learning is insufficient, increasing

the likelihood of overfitting. In contrast, heuristic learning

is more likely to find the optimal solution in this scenario.

However, when dealing with the Burst-Arrival Task

Queue, the presence of 1000 tasks provides a much larger

search space, enabling reinforcement learning algorithms

to perform better. EECRL achieves the shortest average

task completion time of 24.29 s when a ¼ 1:0, ranking the

best among all algorithms. In this more complex task queue

scenario, the heuristic learning algorithms fall short, with

the lowest task completion time of 90.13 s, which is

271.06% higher than the optimization achieved by rein-

forcement learning. Additionally, the portability and online

scheduling capabilities of heuristic learning are far inferior

to those of models trained via reinforcement learning,

which is largely attributable to the significantly longer

runtime of heuristic scheduling algorithms.

Regarding the second phenomenon, it can also be seen

from Fig. 7 that the EECRL using Q-Learning and the

DRL-based algorithm using PPO and REINFORCE

strategies do not have a significant gap in optimization

results; the biggest is only on the Burst-Arrival Task

Queue, with a difference of 8.33s. However, such a gap is

also a comparison of the best one chosen from many

training model results, which is also one of the reasons why

this paper chose Q-Learning as the optimization algorithm.

In the results of many training models at regular times, the

results shown by the models trained by these three algo-

rithms are similar. Generally speaking, the choice among

these three algorithms depends on the characteristics of the

problem at hand. Q-Learning might be the preferred choice

for problems with discrete state and action spaces. For

problems with continuous action spaces, PPO could be

more suitable. Lastly, in situations with a large amount of

sample data and high variance, the REINFORCE algorithm

might be the most appropriate choice. However, these

choices are only suggestions based on the rules and

extensive data analysis learned by AI researchers and can

only be used as a reference. There is no mathematical

formula proof for this, so in actual application, it often

needs to be tried in practice to determine which algorithm

is more suitable. It cannot be said that in the case of a

discrete state and action space, Q-learning can show better

performance.

6.4 Evaluating Average Task Waiting Time

Similarly, this section evaluates the optimization ability of

EECRL on the average task waiting time of the task queue.

By analyzing the comparative experiments of the EECRL

algorithm and the four benchmark scheduling algorithms

proposed in this chapter, as shown in Fig. 8, the corre-

sponding conclusions are drawn.

Fig. 7 EECRL Optimization Performance Evaluation for Average

Completion Time of Task Queue for both Stable-Arrival Task Queue

and Burst-Arrival Task Queue
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1. Whether in the Stable-Arrival Task Queue or the Burst-

Arrival Task Queue, when only considering the task

waiting time dimension, the reinforcement learning

algorithm that learns only for task waiting time

performs better than heuristic learning and greedy

algorithms.

2. The average waiting time of the FF greedy algorithm is

particularly high.

Regarding the first phenomenon, the main reason is that the

reinforcement learning algorithm learns the optimal strat-

egy through interaction with the environment and can adapt

to environmental changes. Whether it is a Stable-Arrival

Task Queue or a Burst-Arrival Task Queue, the rein-

forcement learning algorithm can adapt to the character-

istics of the task queue by only setting the optimization

goal to reduce the average waiting time of tasks, thereby

optimizing the task waiting time. Secondly, heuristic

learning usually makes decisions based on preset rules or

heuristic information. These rules or heuristic information

may perform well in some specific environments, but they

may need help to get the optimal solution in other envi-

ronments. They usually cannot and are not recommended

to search for an indicator like reinforcement learning,

which leads to no clear goal of optimizing task waiting

time. Especially in the dynamically changing environment

of the Burst-Arrival Task Queue, these algorithms may not

be able to adapt to environmental changes in time, resulting

in more extended task waiting times.

Regarding the second phenomenon, the FF greedy

algorithm only considers the optimal value at the current

time point and does not consider the global gain. Therefore,

it only cares about how the current task can be completed

the fastest and usually waits for several seconds for the best

server, even though there are other slightly worse nodes

idle. At the same time, it will not consider the subsequent

task selection to go to a slightly worse server. In this way,

as more and more subsequent tasks are, the waiting time

will become longer and longer. The later complex com-

puting tasks that need excellent servers have to be assigned

to inferior nodes to run due to the reason of first-come-first-

served because the waiting time is too long, making the

load of the entire cluster more unbalanced. This is also why

the FF algorithm leads to the most average task completion

time.

6.5 Evaluating energy consumption

Finally, to comprehensively evaluate the EECRL model,

this section selects three baseline methods for comparison:

FF, S-P-GWO (chosen because it executes faster, while the

performance difference between the two GWO algorithms

is negligible), and Sigmoid-PSO. The experiment focuses

on a proportionally generated task sequence, consisting of

1000 tasks over a 1000-second period, with tasks being

generated at equal probabilities. The task distribution

resulting from the scheduling strategies of the four models

(EECRL [a ¼ 0:75], FF, GWO, and Sigmoid-PSO) across

different devices was recorded and analyzed, as shown in

Fig. 9. Additionally, the total execution time (in seconds)

of the RL, FF, GWO, and Sigmoid-PSO models across

different devices was recorded and analyzed, as presented

in Fig. 10.

The power consumption for the experimental devices is

as follows: the Cloud server operates at 425 W, the Atlas

devices at 25 W, and the Raspberry Pi devices at 5 W.

The final energy consumption of the scheduling algo-

rithms for the four models is computed as follows:

• RL model:

Fig. 8 EECRL Optimization Performance Evaluation for Average

wait Time of Task Queue for both Stable-Arrival Task Queue and

Burst-Arrival Task Queue
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– Cloud Server: Energy = (996 ? 1400) � 425 = 2396

� 425 = 1,018,300 J

– Atlas Devices: Energy = (23,933 ? 25,650) � 25 =

49,583 � 25 = 1,239,575 J

– Raspberry Pi Devices: Energy = 31,441 � 5 =

157,205 J

– Total Energy: 1,018,300 ? 1,239,575 ? 157,205 =

2,415,080 J

• FF model:

– Cloud Server: Energy = (720 ? 2856) � 425 = 3576

� 425 = 1,519,800 J

– Atlas Devices: Energy = (20,475 ? 36,201) � 25 =

56,676 � 25 = 1,416,900 J

– Raspberry Pi Devices: Energy = 65,977.5 � 5 =

329,887.5 J

– Total Energy: 1,519,800 ? 1,416,900 ? 329,887.5 =

3,266,587.5 J

• GWO model:

– Cloud Server: Energy = (564 ? 2842) � 425 = 3406

� 425 = 1,447,550 J

– Atlas Devices: Energy = (38,700 ? 43,560) � 25 =

82,260 � 25 = 2,056,500 J

– Raspberry Pi Devices: N/A (No tasks were

scheduled)

– Total Energy: 1,447,550 ? 2,056,500 = 3,504,050 J

• Sigmoid-PSO Model:

– Cloud Server: Energy = (1440 ? 2100) � 425 =

3540 � 425 = 1,504,500 J

– Atlas Devices: Energy = (10,200 ? 23,940) � 25 =

34,140 � 25 = 853,500 J

Fig. 9 Task distribution of RL,

FF, GWO, and Sigmoid-PSO

models across different devices

Fig. 10 Total execution time (in

seconds) of RL, FF, GWO, and

Sigmoid-PSO models across

different devices
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– Raspberry Pi Devices: Energy = 18,863 � 5 =

94,315 J

– Total Energy: 1,504,500 ? 853,500 ? 94,315 =

2,452,315 J

As shown, the energy consumption for each model is cal-

culated by multiplying the total execution time on each

device by its corresponding power rating. The total energy

consumption for the RL, FF, GWO, and Sigmoid-PSO

models is the sum of the energy used by the Cloud, Atlas,

and Raspberry Pi devices. From the results, several key

observations can be made:

1. The FF and GWO models exhibit the highest energy

consumption, while the Sigmoid-PSO model consumes

relatively less. The RL model strikes a balance

between performance and energy efficiency across all

devices, making it a viable option for scenarios

requiring both optimization and energy savings.

2. The RL scheduling strategy distributes tasks evenly

across all devices, whereas algorithms like GWO tend

to favor high-performance computing devices, concen-

trating tasks on them.

Firstly, it is quite unexpected that the RL algorithm

achieves the lowest energy consumption. RL is designed

primarily to optimize performance, so it would not be

expected to have an advantage in terms of energy effi-

ciency. However, the experimental results show that both

RL and Sigmoid-PSO algorithms performed similarly, with

RL reaching the lowest energy consumption, even lower by

37, 235 J. The primary reason for this phenomenon lies in

the tendency of task allocation. As seen from Fig. 10, the

GWO model tends to concentrate tasks on high-perfor-

mance Atlas devices, while almost no tasks are assigned to

the more energy-efficient Raspberry Pi devices. This heavy

load on Atlas devices during task execution results in

higher energy consumption. The algorithm prioritizes

completing tasks as quickly as possible in terms of pro-

cessing time, which leads to substantial time being wasted

on high-performance devices waiting for tasks to complete,

thus increasing both the total execution time and energy

consumption.

At the same time, the FF model’s ‘‘first-come, first-

served’’ strategy leads to substantial time wasted in con-

tinuous waiting, as shown in Fig. 8, resulting in the longest

total execution time and the highest energy consumption.

Another factor is the degree of task distribution. The RL

and Sigmoid-PSO models have relatively shorter total

execution times across all devices, and their more balanced

task distribution helps avoid the accumulation of energy

consumption in certain devices, leading to lower overall

energy usage. The RL model, in particular, achieves a

balance between energy efficiency and performance

through an evenly distributed task allocation. This advan-

tage arises from the inherent strength of reinforcement

learning in handling long-term dependencies and optimiz-

ing task allocation over extended periods, ensuring superior

energy efficiency and task performance.

It is important to acknowledge the limitations of the

experimental setup. The cloud service is supported by only

a single server, and the heterogeneous devices are limited

to seven. Therefore, the findings should be seen as pro-

viding guidance rather than definitive conclusions. As the

cloud infrastructure scales and the variety of computational

tasks increases, energy consumption outcomes may differ.

For instance, with more cloud servers and Atlas devices

available or less densely packed tasks, the RL scheduling

strategy could lead to higher energy consumption, similar

to the GWO algorithm, which concentrates tasks on high-

performance servers, causing inefficiencies. Nonetheless,

the experimental results show that EECRL effectively

balances energy consumption in resource-constrained

environments by factoring in task queueing times, enabling

efficient management of limited resources while optimiz-

ing both performance and energy efficiency.

Although the current experiments involve only one type

of AI-intensive task, EECRL’s methodology and archi-

tecture leverage the multiplicative relationship (as shown

in Fig. 5) to quickly generate lookup tables for various

tasks. By adjusting the reward function, EECRL can scale

to larger systems and accommodate diverse task types,

demonstrating potential for future research in more com-

plex and heterogeneous environments.

Finally, the experimental results indicate that EECRL’s

energy consumption performance was not outstanding.

However, there are clear directions for improvement. A

key enhancement would be to incorporate the power con-

sumption data of all devices in the EEC scenario as a

variable in the optimization objective. This would allow

control parameters to be adjusted according to user

requirements, leading to a more dynamic balance between

energy consumption and task execution efficiency. Addi-

tionally, factoring the power ratings of devices into the RL

model’s reward function could help optimize the trade-off

between energy usage and performance, offering a

promising direction for future research.

However, despite these potential trade-offs, the current

results demonstrate the feasibility and potential research

directions for applying reinforcement learning in EEC

scenarios. The findings provide a strong foundation for

further exploration into the balance between performance

and energy efficiency in such complex environments. To

address these challenges, future work could focus on

developing more dynamic scheduling strategies that better

account for task complexity, resource demand, and energy
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efficiency, ensuring a more balanced and fair distribution

of tasks across heterogeneous devices.

7 Conclusion and future work

The emergence of heterogeneous computing architectures

and the burst of AI-oriented tasks pose a great challenge to

the coordination in End-Edge-Cloud systems. At the same

time, how to extend traditional cloud computing frame-

works to smoothly fit the EEC environments requires much

practical thinking. In this paper, we present an EEC system

framework to fully utilize the power of heterogeneous

computing across the cloud and the network edge. We first

formulate the task scheduling problem over heterogeneous

computing resources and correspondingly design a

scheduling framework based on extended K8s and Rancher

for EEC environment. Then we propose a reinforcement

learning-based algorithm to solve the optimization problem

and employ it as the core scheduler. In a real-world testbed

we experimentally demonstrate that our scheduler effec-

tively learns to maximize the rewards under various task

settings and, as a result, effectively shortens the completion

time of tasks especially in the case of the Burst-Arrival

Task Queue.

Our method can be extended to multiple optimization

objectives, such as server cost, energy consumption, etc.

How to balance their priorities is a problem that we need to

consider in our future work. In future work, we will expand

the scale of experiments by incorporating a broader range

of devices and task types. This will allow us to study how

different hardware and task complexities affect scheduling

efficiency. Additionally, we will explore the design of

mathematical models and fine-tuning of hyperparameters

to comprehensively optimize the EEC scheduling system

across various dimensions, including task distribution,

energy consumption, and system performance.
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