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Abstract—Solving dynamic multiobjective optimization prob-
lems (DMOPs) is very challenging due to the requirements to
respond rapidly and precisely to changes in an environment.
Many prediction- and memory-based algorithms have been
recently proposed for meeting these requirements. However,
much useful knowledge has been ignored during the historical
search process, and prediction deviations could occur, thus lim-
iting the applicability of these methods to a variety of problems.
Facing these concerns, this article proposes an evolutionary
algorithm named FGTTMP based on feedback-guided transfer
(FGT) and trend manifold prediction (TMP) for solving DMOPs.
The FGT employs an information feedback model to extract
valuable knowledge using all historical environments and then
identifies excellent individuals using cluster-transfer learning.
This can both accelerate convergence and introduce diversity
for future environments. The TMP applies the probability-based
trend prediction method to estimate the mass center of the whole
population and the corresponding manifold, relying on the two
previous moments. Thus, the FGT and TMP strategies combine
historical knowledge with prediction techniques, synergistically
leading the population in promising directions. The performance
of the proposed algorithm is fully investigated and compared with
eight state-of-the-art algorithms. Experimental results demon-
strate that the proposed FGTTMP method can achieve better
convergence and diversity on 19 various benchmark problems
than the state-of-the-art algorithms.

Index Terms—Dynamic multiobjective optimization, feedback-
guided transfer (FGT), knowledge, trend manifold prediction
(TMP).

I. INTRODUCTION

DYNAMIC multiobjective optimization problems
(DMOPs) represent a class of problems whose objectives

conflict with each other and change over time. The DMOPs
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are very common in many realistic scenarios [1], including
wastewater treatment [2], image classification [3], and job-shop
scheduling [4]. For instance, to increase the exploitation
rate of nonrenewable resources in the raw ore allocation
optimization, it is needed to maximize the equipment capability
and minimize runtime under the dynamic model parameters and
constraints [5]. In contrast to the static multiobjective problems
(MOPs), the most significant characteristic of DMOPs is that
the number of objectives varies with time, which is attributed
to constant changes in time or an environment. Thus, a DMOP
can be regarded as multiple consecutive MOPs addressed
separately. Once a variation in an environment is detected, the
initialization is imposed on the entire population. Although this
approach can simplify the complexity of solving DMOPs, it
is a challenging task to design dynamic response mechanisms
to handle environmental changes.

In the past few years, various multiobjective evolutionary
algorithms (MOEAs) [6] have been widely used for solving
static MOPs, such as nondominated sorting genetic algorithm
II (NSGA-II) [7] and regularity model-based multiobjective
estimation of distribution algorithm (RM-MEDA) [8], achiev-
ing high efficiency and practicality. However, DMOPs require
that an algorithm can trace the Pareto-optimal set (POS) and
Pareto-optimal front (POF) precisely and rapidly when mon-
itoring environmental changes. Therefore, it could be highly
effective to combine MOEAs and dynamic response strategies
to handle DMOPs. Accordingly, various dynamic MOEAs
(DMOEAs) have been presented in recent years, including
the diversity-, memory-, and prediction-based approaches.
Diversity-based approaches address the diversity loss when
changes occur, whereas memory-based approaches directly
reuse historical special solutions or nondominated solutions to
accelerate convergence. Recently, prediction-based approaches
have received great attention because they require data on only
several historical time steps, and some of the change patterns
are similar and predictable. With the wide applicability in
machine learning, autoregression [9], sampling [10], and grey
prediction [11], these approaches have been used for the
prediction of new populations.

The aforementioned approaches, particularly the prediction-
based methods, can perform well in solving a variety of
benchmark problems. However, they have certain limitations
with them. First, when environmental changes are drastic
and rapid, previously acquired POS may deviate from the
true POS. Therefore, directly reusing the past individuals

2168-2216 c© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Ocean University of China. Downloaded on November 22,2024 at 00:27:32 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0003-4177-5462
https://orcid.org/0000-0002-0484-9242
https://orcid.org/0000-0002-3295-8972
https://orcid.org/0000-0003-2838-4301
https://orcid.org/0000-0001-5224-4048


WANG et al.: SOLVING DMOPs VIA FGT AND TREND MANIFOLD PREDICTION 7219

might mislead the subsequent search process. Second, most
prediction-based approaches mainly employ linear prediction
models that cannot accurately predict individuals in new envi-
ronments if the POS of a DMOP exhibits nonlinear correlation
at different moments. Third, the majority of available methods
for generating new solutions are based on two or three previous
moments’ solutions, but in reality, employing historical data
on only the adjacent times might result in overlooking valuable
information at earlier moments. Finally, at the end of each
iteration, the number of optimal solutions is finite compared
with the entire search area; thus, it is challenging to derive all
useful knowledge from limited historical individuals.

To address the above-mentioned challenges, this article pro-
poses an evolutionary algorithm based on the feedback-guided
transfer (FGT) and trend manifold prediction (TMP), called
FGTTMP. The FGTTMP integrates valuable information from
all previous iterations and adopts prediction techniques to
generate high-quality initial populations. In the FGTTMP, the
FGT strategy extracts the features of the optimal solutions
using an information feedback model and then assimilates
the features through cluster-based transfer learning; thus, a
more effective and precise knowledge extraction model can be
constructed to solve DMOPs. The TMP strategy reduces the
prediction deviation of the linear model as much as possible
by means of a probability-based trend prediction method and
explores the most promising movement direction for the center
of mass, which is of great help to the evaluation of manifolds
and nondominated solutions.

The main contributions of this study can be summarized as
follows.

1) A knowledge extraction model is constructed using an
information feedback model and clusters-based transfer
learning. In this way, valuable historical information
from all previous search processes can be preserved,
which speeds up convergence and enhances diversity in
the future time period.

2) To decrease the prediction deviation of the linear model,
this study develops a probability-based trend prediction
model to relocate the center point. Therefore, the
estimated center of mass and manifold can together
constitute nondominated solutions in a new environment.

3) The results of comprehensive comparative experiments
on 19 benchmarks show that the proposed FGTTMP
performs better than the other algorithms and can effec-
tively promote convergence and improve diversity.

The remainder of this study is structured as follows. Section II
discusses the concepts related to DMOPs, the information
feedback model, and available DMOEAs. Section III introduces
the proposed FGTTMP method. Section IV presents and
analyzes the experimental results. Finally, Section V draws
conclusions and gives future work directions.

II. PRELIMINARIES AND RELATED WORK

A. Dynamic Multiobjective Optimization Problems

Generally, a DMOP can be treated as a minimization
problem to be optimized. Therefore, the mathematical expres-
sion of a DMOP is as follows:

Minimize F(x, t) = 〈f1(x, t), f2(x, t), . . . , fm(x, t)〉
s.t. x ∈ � (1)

where x = (x1, x2, . . . , xn) is the n-dimensional decision vector
in a decision space �; t refers to dynamic factors, such as time
or environmental variables; fi is the ith objective function; and
F(x, t) represents the objective vector consisting of m objective
functions.

Definition 1 (Pareto Domination [12], [13]): For two deci-
sion vectors x1 and x2 at a time t, x1 is deemed to Pareto
dominate x2, which is expressed as x1 �t x2, if and only if{∀i = 1, . . . , m, fi(x1, t) ≤ fi(x2, t)

∃i = 1, . . . , m, fi(x1, t) < fi(x2, t).
(2)

Definition 2 [Dynamic POS (DPOS) [12], [13]]: Assume
that x* and x are decision vectors. A decision vector x* is
considered nondominated (Pareto optimal) at a time t if and
only if it is not dominated by another decision vector x. A
DPOS is the set of all Pareto-optimal solutions, which is
defined as follows:

DPOSt = {x∗ ∈ �|¬∃x ∈ �, x �t x∗}. (3)

Definition 3 [Dynamic POF (DPOF) [12], [13]]: At a time
t, a DPOF represents the corresponding objective vector of a
DPOS, which is given by

DPOFt = {F(x∗, t
)|x∗ ∈ DPOSt}. (4)

The DMOEAs are committed to obtaining a POS at different
moments that not only converges to the corresponding POF
as much as possible but also has good diversity. The DMOPs
can be roughly categorized into four classes according to the
variation characteristics of POS and POF as follows.

Type I: POS varies over time, but POF is stationary.
Type II: Both POS and POF vary over time.
Type III: POS is stationary yet POF is dynamic.
Type IV: Both POS and POF are stationary.
Problems of type IV are not characterized by dynamic

changes, and thus, this type is not considered in this study.

B. Information Feedback Model

In the literature, the information feedback model [14] was
employed to reuse useful historical knowledge to lead the
subsequent search. In recent years, the information feedback
models have received great attention and achieved wide
application, and their numerous variants have been applied
to address different optimization problems. For instance,
Han et al. [15] improved the offspring generation process
by exploiting historical information; Pan et al. [16] extracted
historical knowledge to weigh the total power expenditure and
delay simultaneously using problem-specific information and
a random heuristic. Moreover, Pan et al. [17] adopted the
feedback scheme to adjust the population size dynamically.
In particular, in [18], the information feedback model has
been integrated into multiobjective algorithms to improve the
iterative process of a many-objective, large-scale optimization.

Based on the above investigation, an information feedback
model could be used to address DMOPs by the extraction
and integration of all historical individuals. However, to the
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best of the authors’ knowledge, this is the first time that an
information feedback model has been applied to the DMOEA
field. In general, most memory-based DMOEAs directly reuse
nondominated or special individuals from only one or two
previous generations. Thus, solutions from earlier generations
are ignored, which causes a great loss for future evolutionary
processes. Different from the original information feedback
model, in the model proposed in this study, all historical POS
are used to extract information and generate new solutions.
On this basis, solutions with good convergence and distribu-
tivity are further filtered using cluster-based transfer learning.
There are two knowledge extraction types in the information
feedback model, namely, fixed and random extraction mech-
anisms. Aiming to accelerate the convergence of subsequent
evolutions, this study selects fixed extraction.

Suppose that xj
i is the ith solution at a moment j (1 ≤ i ≤ N,

1 ≤ j ≤ t − 1), where N is the population size, and t indicates
the present moment. Based on the fixed extraction mechanism,
the ith solution obtained through historical knowledge extrac-
tion new_xt

i at a moment t can be expressed by

new_xt
i = α1x1

i
+ α2x2

i
+ · · · + αjx

j
i

(5)

where α1, α2, . . . , αj are the fitness scale factors satisfying
the condition of α1 + α2 + · · · + αj = 1, and they can be
calculated by

α1 = 1

β
· fitness_sumi − fitness1

i

fitness_sumi

α2 = 1

β
· fitness_sumi − fitness2

i

fitness_sumi

...

αj = 1

β
· fitness_sumi − fitnessj

i

fitness_sumi
(6)

where β is set to (t−2); fitnessj
i represents the fitness value

of xj
i; fitness_sumi is the fitness sum of the ith position in all

previous times, which can be expressed by

fitness_sumi =
t−1∑
j=1

fitnessj
i. (7)

To ensure that all generated individuals are within deci-
sion vector boundaries, this study adopts a boundary check
paradigm, defined as follows:

yi =
⎧⎨
⎩

soli, li ≤ soli ≤ ui

rand(li, 0.5 × (li + ui)), soli < li
rand(0.5 × (li + ui), ui), soli > ui

(8)

where rand(a, b) denotes a randomly generated number
between a and b, excluding the boundaries of a and b. li and
ui (i = 1, 2, . . . , n) are the upper and lower boundaries of an
individual soli, respectively. The boundary correction is carried
out to obtain the individual with the correct range yi.

C. Related Work

Over the past few decades, much effort has been ded-
icated to developing effective and efficient DMOEAs to
solve DMOPs. The existing approaches are categorized into
three main types: diversity-, memory-, and prediction-based
approaches [19].

The diversity-based approaches are committed to balancing
diversity and convergence, avoiding populations falling into
a local optimum when encountering environmental changes.
In [20], an innovative novel precision controllable mutation
was employed to control the mutation level of individuals.
A mixture of steady-state and generative regulations was
proposed in [21] to cope with environmental variations. When
the variation is monitored, partially obsolete individuals with
good distribution are regained to constitute the initial popula-
tion. In [22], the simulated isotropic magnetic particle niching
was used to obtain the solution to maintain homogeneous
distribution; therefore, the well-diverse population could be
maintained during the entire evolution. Chen et al. [23]
proposed a response mechanism that combines partially stored
solutions with randomly generated solutions to constitute the
initial population. Hu et al. [24] introduced a subspace-based
diversity maintenance strategy, which can identify interindi-
vidual gaps and employ a gap-filling technique to enhance
population diversity.

The memory-based approaches use extra memory to store
excellent historical individuals and then repurpose them for
new environments. Chen et al. [25] developed an algorithm that
can store two subpopulations, one focusing on convergence and
the other on diversity, which evolve synergistically. In [26],
a memory-based method was used to locate new positions
of population members when environmental changes were
analogous to changes in history. Recently, Zhao et al. [27]
proposed an extraction mechanism of previous information,
which can reduce the inaccuracy of the predictors and promote
convergence. In general, historical data on individuals can be
processed and reused when an environment changes similarly
over time. However, the performance of memory-based methods
decreases dramatically when environments change differently.

The prediction-based approaches use data on previous
individuals to relocate the population using a predictive
model when the pattern of environmental changes is pre-
dictable [28], [29]. Currently, the introduction of machine
learning methods into DMOEAs to predict individuals for
new environments has attracted great attention [6], [30].
Zhou et al. [9] introduced a center-of-mass-based prediction
mechanism, where the autoregression model was used to
assess the center of mass and the corresponding manifold for
the entire population. Muruganantham et al. [31] developed
the Kalman filter-based prediction strategy, which can learn
from historical data, determine changing patterns, and predict
new individuals. Furthermore, to evaluate the locations of
individuals more precisely, multiple representative individuals
were selected to locate populations from multiple direc-
tions [32]. In [33], a predictive model using a Gaussian
inverse process was presented to map individuals from the
objective space to the decision space. In addition, other
prediction methods have been devised, such as correlation-
guided layered prediction [34] and mixture-of-experts
prediction [35].

III. PROPOSED FGTTMP

The flowchart of the proposed FGTTMP is presented in
Fig. 1, and its pseudocode is shown in Algorithm 1. As shown
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Fig. 1. Flowchart of the proposed FGTTMP.

Algorithm 1 FGTTMP Algorithm
Input: Dynamic optimization function F(x, t), population size
N, and number of clusters K;
Output: A set of POS and POF in different environments PS
and PF.

1. Initialization;
2. while an environment changes do
3. If t == 1|| t == 2 then
4. Initialize randomly the population initPop;
5. [POSt, POFt] = SMOA(F(x, t), initPop);
6. PS = PS ∪ POSt;
7. PF = PF ∪ POFt;
8. else
9. Pop1 = FGT(PS, PF, POSt−1, K, N);

10. Pop2 = TMP(POSt−2, POSt−1);
11. initPop = Pop1 ∪ Pop2;
12. [POSt, POFt] = SMOA(F(x, t), initPop);
13. PS = PS ∪ POSt;
14. PF = PF ∪ POFt;
15. end if
16. t = t + 1;
17. end while

in Algorithm 1, the proposed FGTTMP is composed of the
static MOEA (SMOEA), FGT process, and TMP process.
First, initialization and SMOEA are imposed on the population
for optimization in the first two environments. Then, if there is
a change in the environment, the FGT and TMP processes are
performed to generate a new population. Based on the POS and
POF of all previous environments, the FGT mechanism applies
the information feedback model generator to generate N new
individuals. Afterward, well-converging clusters are identified
among the K clusters using a transfer learning technique and
denoted as the first subinitial population Pop1. In addition,
since the POS movement is affected by both the center of
mass and manifold, the TMP mechanism is employed to track
the POS. Using a probability-based prediction model, the
movement direction and manifold change in the nondominated
solutions can be estimated, and they are denoted as the second
subinitial subpopulation Pop2 to maintain diversity. Finally,
Pop1 and Pop2 are merged into the initial population initPop,
thus jointly guiding the search toward the true POF. The
proposed FGT and TMP strategies are introduced in detail in
the following.

Algorithm 2 FGT Strategy
Input: POS and POF for all historical environments, which are
denoted by PS and PF, respectively; a Pareto-optimal set POSt−1 at
time (t – 1); number of clusters K, and population size N.
Output: Individuals generated by the feedback-guided transfer Pop1.
1. Pop = ∅, k = N;
2. for i = 1 to N
3. for j =1 to t – 1
4. Calculate the fitness sum fitness_sumi by (7);
5. Calculate the coefficient αj by (6);
6. end for
7. Generate new individuals new_xt

i by (5);
8. Pop = Pop ∪ new_xt

i;
9. end for
10. Correct the boundaries of Pop by (8);
11. Set xt

i ∈ Pop as a cluster Ci with the center point ci;
12. while k > K
13. Find the two nearest clusters Ci and Cj by (10);
14. Merge Ci and Cj and remove Cj;
15. Recalculate the center point ci by (9);
16. k – –;
17. end while
18. c = c1 ∪ c2 ∪ · · · ∪ cK;
19. (F1, F2, . . . , Fp) = FastNondominatedSort(c);
20. Select clusters with c ∈ F1 as a target domain TD, POSt−1 as

the source domain SD;
21. Initialize w1 by (11);
22. for i = 1 to M
23. Call SVM with TD ∪ SD and wi to obtain a weak

classifier hi
w;

24. Update wi+1 by (15);
25. end for
26. Obtain a strong classifier hs by (16);
27. Generate numerous random solutions xrand;
28. Pop1 = {x|hs(x) = 1, x ∈ xrand};

A. Feedback-Guided Transfer

As mentioned above, the purpose of the FGT is to
exploit all valuable information from historical environmental
data, guiding the evolution toward promising search regions.
Currently, most memory-based approaches reuse nondomi-
nated solutions of historical environments or conduct similar
operations, which are efficient for periodic environmental
changes. However, in real environments, many changes are
nonperiodic or acyclic. In view of that, this section introduces
an advanced information feedback model-based clustering
transfer that can effectively integrate useful and potential
information from all historical environments.

The pseudocode of the FGT strategy is shown in
Algorithm 2, where its inputs include POS and POF for all
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historical environments denoted by PS and PF, respectively,
POS POSt−1 at a time (t − 1), the number of clusters K,
and a population size N. In the initial environment, set Pop
is initialized to empty, reserving generative solutions using
the information feedback model. Then, in lines 2–9, Pop is
obtained by performing the information feedback model on
PS and PF. First, the sum of fitness fitness_sumi from one to
(t− 1) times is obtained by (7). Then, the fitness scale factor
αi for each solution in the population is computed using (6). In
this case, a solution at time t, denoted by new_xt

i, is obtained
using (5) based on information from all historical solutions.
By performing the aforementioned process, N solutions with
feedback are generated. Specifically, the boundary correction
operator is used to correct the boundaries of generative
solutions, as given in (8).

Although the information feedback-based model can pro-
duce many promising solutions, to achieve better subsequent
evolutions, the FGT strategy employs cluster-based transfer
learning to identify superior solutions with better convergence
and diversity. The main idea is to obtain the clusters with
center points located on the first frontier. Therefore, the
hierarchical clustering method [30] is used to cluster the
obtained solutions. First, as given in line 11, the hierarchical
clustering method initially considers each xt

i as a cluster Ci

and then iteratively merges similar clusters into one cluster.
The center point of a cluster Ci can be obtained by

ci = 1

N

∑
new_xt

i∈Pop

new_xt
i. (9)

Furthermore, the similarity between clusters Ci and Cj is
expressed as

SimilarityCi,Cj =
√√√√ n∑

d=1

(
cd

i , cd
j

)2
(10)

where cd
i and cd

j are the dth dimensions of ci and cj,
respectively. Then, the two most similar clusters Ci and Cj are
merged into cluster Ci, and cluster Cj is removed, as shown
in line 14. Subsequently, the corresponding center point of the
new cluster is updated by (9). Finally, K clusters are obtained
by iteratively running lines 12–17.

To determine which clusters are available, their center points
are integrated into a set c and ranked into p layers (F1, F2,
. . . , Fp), lines 18 and 19, using the nondominated sorting [7].
Then, clusters whose center points are positioned in layer F1
are recognized as valuable knowledge and integrated into the
target domain TD; this can lead the search process to converge
more rapidly and precisely. Meanwhile, POSt−1 is considered
a source domain SD. For each domain, the nondominated
solutions are marked as “1” and the remaining solutions are
marked as “–1,” which is expressed by L(x) : x ∈ SD ∪
TD → y, y ∈ {1,−1}. The support vector machine (SVM) is
employed to train iteratively the weights and parameters of
M weak classifiers hi

w, which constitute a strong classifier hs

for discriminating good solutions. The detailed procedure of
transfer learning [36] is as follows.

First, the weights of all solutions in the SD and TD are
initialized as follows:

w1 =
{

1
|SD| , x ∈ SD

1
|TD| , x ∈ TD

(11)

where SD and TD denote the source and target domains,
respectively; |SD| and |TD| are the cardinality of SD and TD,
respectively.

Next, in the ith training (i = 1, 2, . . . , M), the factor εi of
hi

w on TD is calculated by

εi =
∑

x∈TD

wi · |hi
w − L(x)|∑

x∈TD wi
. (12)

The weight coefficients of SD and TD can be formulated
as follows:

β = 1

2
ln

(
1

1 + √
2lnM

)
(13)

and

βi = 1

2
ln

1 − εi

εi
. (14)

Therefore, the weights of solutions in the SD and TD can
be updated by

wi+1 =
{

wi · eβ·|hi
w−L(x)|, x ∈ SD

wi · eβi·|hi
w−L(x)|, x ∈ TD.

(15)

The weights of solutions approaching the TD will progres-
sively increase, indicating that the recognition ability of the
weak classifiers becomes more accurate. Afterward, M weak
classifiers are used to construct a strong classifier hs when the
stopping condition is satisfied, which is expressed as follows:

hs = sign

(
M∑

i=1

βih
i
w

)
. (16)

After obtaining hs, numerous random solutions xrand are
generated in line 27. Finally, xrand is fed to hs and solutions
identified as “1” constitute the subinitial population Pop1. The
workflow of the FGT strategy is shown in Fig. 2.

B. Trend Manifold Prediction

According to [37], under moderate conditions, the POS
of a continuous MOP with m objectives can be considered
a piecewise continuous manifold with (m − 1) dimensions.
Therefore, the POSt can be partitioned into two components:
1) a center point ct and 2) a manifold m̃t at time t, which can
be expressed as follows:

POSt = ct + m̃t (17)

where ct is calculated by (9). Each solution xt ∈ POSt can be
defined as follows:

xt = ct + x̃t (18)

where m̃t = {̃xt}. Thus, as long as the center point and
manifold of POSt can be predicted at time t, the POSt can be
obtained.
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Fig. 2. Schematic of the FGT strategy: (a) POSs of all historical environments are fed into an information feedback model-based generator to generate
solutions; (b) generative solutions are divided into K clusters using hierarchical clustering; then, the clusters in the first frontier are denoted as a target domain,
and POSt−1 is set as a source domain, and they are fed to the SVM to train numerous weak classifiers, which together construct a strong classifier that can
identify good solutions, which construct a subinitial population Pop1.

In the TMP strategy, the approximate values m̃t−2 and m̃t−1

of the first two times are archived to evaluate the manifold at
time t. Particularly, each point is employed to predict a new
point according to

x̃t = x̃t−1 + ξ(0, σ ) (19)

where variable σ is calculated by

σ = 1

N
dis
(

m̃t−2, m̃t−1
)

(20)

and dis(m̃t−2, m̃t−1) is calculated by

dis
(

m̃t−2, m̃t−1
)

= 1

|m̃t−2|∑
x̃t−2

1 ∈m̃t−2

miñxt−1
2 ∈m̃t−1 ||̃xt−2

1 − x̃t−1
2 || (21)

where |m̃t−2| is the cardinality of m̃t−2, and ||.|| represents the
Euclidean distance. Finally, the predicted manifold m̃pre = {̃xt}
is obtained.

The center point at the next time can be predicted by a
probability density function-based method [37]. The specific
steps are as follows. First, based on the movement direction
of ct−1 and ct−2 at the previous two times, the n-dimensional
direction vector v = (v1, v2, . . . , vn) can be obtained by v =
ct−1 – ct−2. In the polar coordinate system, v can be expressed
as v = (ϕ1, ϕ2, . . . , ϕn−1, |v|), where ϕi(1 ≤ i ≤ n) denotes
the angular coordinate, and |v| is the modulus of v. Then, the
ith correlative angle of v can be calculated by

ϕi = arctan

⎛
⎝
√∑n

d=j+1 (vd)2

vi

⎞
⎠. (22)

Second, for a given direction vector vi, the probability
density function is used to determine the deflection angle with
the greatest probability, which is performed using the proposed
algorithm for each angle coordinate as follows:

θ i ∼ TMP
(
vi) = e−sign(θ i)· θ i

vi

∫ 0
−π

e
θ i

|vi| dθ i + ∫ π

0
− θ i

vi dθ i

(23)

where θ i is a deflection angle, and the closer θ i is to zero, the
more likely the center of mass is to move.

Fig. 3. Schematic of the TMP. (a) Center point is estimated at the next time
using the trend prediction method. (b) Manifold is predicted based on the
manifolds of the previous two times.

Once θ i is determined, the predicted direction vector ui can
be calculated by

ui =

⎧⎪⎨
⎪⎩

|v|cos
(
ϕ1 + θ1

)
, i = 1

|v|∏i−2
d=1 sin

(
ϕd + θd

)
cos
(
ϕi−1 + θ i−1

)
, 1 < i < n

|v|∏i−1
d=1 sin

(
ϕd + θd

)
, i = n.

(24)

Finally, the predicted center point cpre can be obtained by

cpre = ct−1 + u. (25)

By substituting the predicted center point cpre and manifold
m̃pre into (17), the predicted POS can be obtained, which can
significantly accelerate the convergence of the algorithm. The
pseudocode of the TMP strategy is shown in Algorithm 3. In
addition, to understand the idea of the TMP strategy better,
the schematic of the TMP strategy is presented in Fig. 3.

C. Computational Complexity

The computational complexity in the proposed FGTTMP
algorithm is mainly defined by the FGT and TMP strategies.
Assume that N is the population size, t is the time variable,
M is the iterative number for the transfer learning, and n
is the number of decision variables. In the FGT module,
the information feedback model is used to extract knowledge
from all historical solutions, and its computational complexity
is O(Nt); the computational complexity of the cluster-based
transfer learning is O(MN2n). In the TMP module, the
probability-based prediction method is used to estimate the
center point and manifold, having the computational com-
plexity of O(N). Thus, the computational complexity of the
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Algorithm 3 TMP Strategy
Input: Pareto-optimal sets POSt−2 and POSt−1 corresponding
to times (t – 2) and (t – 1);
Output: Individuals generated by the TMP Pop2;
1. Obtain center points of POSt−2 and POSt−1 and

denote them by ct−2 and ct−1 respectively, by (9);
2. Calculate manifolds m̃t−2 and m̃t−1 corresponding to

times (t – 2) and (t – 1) by (17);
3. Estimate the manifold m̃pre by (19);
4. for i = 1 to n – 1
5. v = ct−1 − ct−2;
6. Calculate the angular coordinate ϕi by (22);
7. Obtain the deflection angle θ i by (23);
8. end for
9. for i = 1 to n
10. Compute the deflection vector ui by (24);
11. end for
12. Estimate the center point cpre by (25);
13. Obtain Pop2 by (17);

proposed FGTTMP is calculated as O(Nt) + O(MN2n) + O(N)
= O(MN2n).

IV. EXPERIMENTAL RESULTS

A. Benchmark Problems and Comparative Algorithms

Problems with dynamically changing characteristics can
systematically determine and assess the behavior of algo-
rithms. In this study, four benchmark test suites were used,
namely, the dMOP [38], FDA [39], F [9], and DF [40], for
a total of 19 benchmark problems. The dMOP and FDA are
classic and the earliest test suites; the F test suite contains
complex dynamic features; the DF test suite has been recently
proposed to provide many new dynamic properties, such as
degenerate POF, irregular POF shapes, disconnected POF
segments, and location of optima.

To verify the superiority of the proposed FGTTMP, eight
state-of-the-art algorithms were selected for comparative
experiments, namely, PPS [9], CKPS [41], MMTL [42],
IT [36], GM [11], AE [43], KT, and CPDM [44]. This study
focuses on how to handle changes in dynamic environments
since any MOEA can be used to handle static environ-
ments. For the purpose of a fair comparison, the FGTTMP
and the comparative algorithms all used RM-MEDA [8]
as SMOEA. In addition, all comparative algorithms were
parameterized following the configurations of the original
paper. The dynamic factor of a DMOEA was specified as
t = (1/nt)�τ/τt�, where τ , nt, and τt denote the maximum
generation, the change severity, and the change frequency,
respectively. A smaller nt implies a more drastic environmental
variation, and a smaller τt implies a faster environmental
variation.

B. Performance Metrics and Settings

Performance metrics can precisely measure and reflect the
performance of algorithms, regardless of both diversity and
convergence. In this study, four performance metrics were

TABLE I
PARAMETER SETTINGS

 eulaV retemaraP
Number of decision variables n 10 
Population size N 200 

Dynamic settings t = 5, 10 
nt = 10, 15, 20, 30 

Number of changes 50 
Number of generations 50 t 
Number of clusters K 12 

TABLE II
COMPARISON STATISTICS ON THE F, DMOP, AND FDA PROBLEMS

MIGD +/-/= MHV +/-/= 
FGTTMP vs PPS 39/0/1 FGTTMP vs PPS 38/0/2 
FGTTMP vs CKPS 40/0/0 FGTTMP vs CKPS 40/0/0 
FGTTMP vs MMTL 40/0/0 FGTTMP vs MMTL 40/0/0 
FGTTMP vs IT 40/0/0 FGTTMP vs IT 40/0/0 
FGTTMP vs GM 34/0/6 FGTTMP vs GM 32/4/4 
FGTTMP vs AE 36/3/1 FGTTMP vs AE 35/3/2 
FGTTMP vs KT 39/1/0 FGTTMP vs KT 38/0/2 
FGTTMP vs CPDM 39/1/0 FGTTMP vs CPDM 40/0/0 

TABLE III
COMPARISON STATISTICS ON THE DF PROBLEMS

MIGD +/-/= MHV +/-/= 
FGTTMP vs PPS 29/6/1 FGTTMP vs PPS 20/9/7 
FGTTMP vs CKPS 34/2/0 FGTTMP vs CKPS 30/1/5 
FGTTMP vs MMTL 35/0/1 FGTTMP vs MMTL 32/0/4 
FGTTMP vs IT 36/0/0 FGTTMP vs IT 36/0/0 
FGTTMP vs GM 26/7/3 FGTTMP vs GM 11/9/16 
FGTTMP vs AE 31/4/1 FGTTMP vs AE 20/12/4 
FGTTMP vs KT 22/14/0 FGTTMP vs KT 26/6/4 
FGTTMP vs CPDM 34/2/0 FGTTMP vs CPDM 28/2/6 

used: 1) inverted generational distance (IGD); 2) mean IGD
(MIGD); 3) DMIGD; and 4) mean hypervolume (MHV).

Regarding the experimental parameters, the number of
decision variables was set to n = 10, and the population size
was set to N = 200 for all benchmarks regardless of the
number of objectives in the problem (i.e., for both two- and tri-
objective problems). In the proposed FGTTMP, the number of
clusters K was set to 12, and relevant parameters of the SVM
were set by default [36]. All benchmark problems were run
independently ten times. Five environmental configurations
were adopted: (nt = 10, τt = 5), (nt = 15, τt = 5), (nt = 20,
τt = 5), (nt = 30, τt = 5), and (nt = 10, τt = 10); τ was set
to 50τt, which meant that there were 50 environment changes
in each run. All algorithms were implemented in MATLAB
R2020b software. All the key parameters are displayed in
Table I.

C. Experimental Results and Analysis

To investigate the capacity to cope with various change
severities in dynamic environments, τt was set to five, and
nt was set to 10, 15, 20, and 30. The statistics results
of the MIGD, MHV, and DMIGD metrics are presented
in Tables II–IV and Tables A.I–A.IV in the Supplementary
Material. Furthermore, the Wilcoxon rank-sum test at the 0.05
confidence level was implemented to confirm a significant
difference. In Tables II–IV, “+,” “–,” and “=” indicate the
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TABLE IV
DMIGD RESULTS OF DIFFERENT ALGORITHMS

Problem PPS CKPS MMTL IT GM AE KT CPDM FGTTMP 
F5 2.1545 2.3553 2.7776 1.9428 0.7175 1.8169 1.2918  2.4817  0.5026 
F6 1.3584 1.5397 1.5586 1.4630 0.6761 1.1554 1.1348  1.8308  0.3757 
F7 1.3148 1.6311 2.0862 1.4258 0.6262 1.1213 0.8777  1.9319  0.3356 
F9 3.4032 2.1070 2.7007 1.7209 1.1544 1.4903 1.4085  2.3676  0.9574 
F10 3.6185 3.6308 3.8999 3.2358 3.1646 3.5099 3.1787  3.7102  3.0041 

dMOP1 0.1977 0.3505 0.1963 0.3388 0.0659 0.1617 0.0830  0.4593  0.0522 
dMOP2_dec 1.4224 1.7183 1.3666 1.7171 0.6947 1.3289 0.7217  2.2078  0.5095 

FDA1 0.2815 0.3557 0.2660 0.3339 0.0504 0.1268 0.1676  0.5224  0.0417 
FDA2 0.0350 0.0714 0.0977 0.0875 0.0286 0.0197 0.0770  0.0939  0.0257 
FDA3 0.1315 0.5100 0.1774 0.3222 0.0518 0.0964 0.1463  0.3730  0.0439 
DF3 0.4143 0.4263 0.4002 0.4253 0.2243 0.3344 0.3324  0.5181  0.2241 
DF4 1.2205 1.4801 1.2636 1.4492 1.1194 1.2121 1.2006  1.5970  1.1081 
DF6 7.7071 6.8674 3.6463 5.5948 3.9009 6.2678 2.1382  5.8975  3.0043 
DF7 7.2908 5.9322 3.2338 4.7867 3.8195 5.1657 2.1630  5.3245  2.8072 
DF9 1.9227 2.0487 1.9786 2.0755 1.8050 1.8813 2.1946  1.9426  1.8026 
DF11 0.2666 0.1566 0.4090 0.2960 0.3670 0.3492 0.4135  0.5063  0.1764 
DF12 1.0293 0.9646 0.9908 0.9795 0.9803 0.9540 0.9076  0.9956  0.8158 
DF13 1.1798 1.1417 1.8574 1.5723 1.3389 1.2487 1.2079  1.6464  1.2895 
DF14 0.6524 0.7582 0.8672 1.0185 0.6751 0.6358 0.5962  0.9658  0.7196 

Fig. 4. IGD evolutionary curves on the F, dMOP, and FDA problems at nt = 10 and τt = 5.

FGTTMP performed significantly better, worse, and indiscrim-
inately than competitors, respectively.

As the MIGD results displayed in Tables II and III and
Tables A.I and A.II in the Supplementary Material show, the
proposed FGTTMP was superior over the PPS, CKPS, MMTL,
IT, GM, AE, KT, and CPDM algorithms on 68, 74, 75, 76,
60, 67, 61, and 73 cases, respectively. The statistical results
confirmed that the FGTTMP could achieve better diversity and
convergence performance than its competitors when dealing
with dynamic environments. Furthermore, since the FGTTMP
could transfer knowledge extracted from all historical individ-
uals, it outperformed the IT and MMTL algorithms on most
problems. In addition, the MHV results presented in Tables II
and III and Tables A.III and A.IV in the Supplementary
Material further validate the excellent performance of the
proposed FGTTMP. Compared with the MIGD metric, the
MHV metric can provide better quantification of convergence
and diversity according to the hypervolume. In general, the
proposed FGTTMP performed better than the PPS, CKPS,
MMTL, IT, GM, AE, KT, and CPDM algorithms on 58, 70,
72, 76, 43, 55, 64, and 68 cases, respectively. The MHV

results showed that the FGTTMP could generate a high-quality
population in different environments. The excellent diversity
performance of the FGTTMP contributed to finding diverse
exploration for the benchmark problems.

The statistical results of the DMIGD metric are presented
in Table IV, where it can be seen that the FGTTMP achieved
better overall performance than the other algorithms on 14
benchmark problems with different characteristics, which was
consistent with the MIGD results.

The IGD evolutionary curves for 16 different benchmarks
for nt = 10 and τt = 5 are presented in Fig. 4 and Fig.
A.1 in the Supplementary Material, where it can be seen
that the proposed FGTTMP had the least floating IGD curve
among all algorithms and achieved more stable response to
environmental changes compared with the other algorithms,
thus yielding better convergence performance. Moreover, the
results also indicated that the IGD values of the proposed
FGTTMP fluctuated over a wider range on most test problems,
such as F6, F7, dMOP1, and FDA1, compared with the other
algorithms. Despite this, the FGTTMP behaved more steadily
than the other algorithms. To illustrate the tracking capabilities
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Fig. 5. POFs obtained by the IT, AE, and FGTTMP algorithms: (a) dMOP1; (b) FDA1; (c) FDA2; (d) FDA3; and (e) DF4.

Fig. 6. MIGD Friedman rankings on all test cases.

of the tested algorithms, approximate POF values of the
algorithms on five benchmark problems, namely, dMOP1,
FDA1, FDA2, FDA3, and DF4, for (nt, τt) = (10, 10), (20, 5),
(10, 10), (20, 5), and (10, 5) configurations, are plotted in
Fig. 5 and Fig. A.2 in the Supplementary Material. The results
in Fig. 5 and Fig. A.2 in the Supplementary Material show that
the proposed FGTTMP was adept at tracking changing envi-
ronments and could obtain solutions with good convergence
and distributivity. However, the performance indicators might
be affected due to fewer nonconverging boundary individuals
in the FGTTMP.

To verify the overall performance of each algorithm regard-
ing the MIGD and MHV metrics, the average performance
rankings of the nine algorithms were obtained by the Friedman
test [45], and the results are depicted in Figs. 6 and 7; the
smaller ranking implied the better performance. The results
showed that the proposed FGTTMP achieved the best score of
2.0526 on the MIGD metric among all algorithms, being supe-
rior to the PPS (5.4868), CKPS (6.3553), MMTL (6.3947), IT

Fig. 7. MHV Friedman rankings on all test cases.

(6.1053), GM (3.4211), AE (4.3289), KT (4.5132), and CPDM
(6.3421) algorithms. As expected, the FGTTMP also achieved
the best score of 2.4605 on the MHV metric. Therefore,
the FGTTMP had a better overall performance regarding the
MIGD and MHV metrics compared with the other algorithms.

The running costs of all compared algorithms are shown
in Table A.V in the Supplementary Material, and a detailed
analysis can be found in the Supplementary Material.

D. Influence of Parameter K

In the FGTTMP algorithm, variable K has a key effect on
the cluster determination performance of individuals generated
by the information feedback model-based generators. Thus,
the selection of the K value directly affects the performance
of subsequent nondominated sorting and transfer. Therefore,
the MIGD values of the FGTTMP on 19 benchmark problems
were used to analyze the influence of the K value selection
on the performance, as shown in Fig. 8 and Fig. A.3 in
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Fig. 8. MIGD values obtained by the FGTTMP for different K values.

TABLE V
COMPARISON STATISTICS OF THE FGTTMP AND ITS VARIANTS

MIGD +/-/= MHV +/-/= 
FGTTMP vs FGTTMP-V1 19/0/0 FGTTMP vs FGTTMP-V1 18/0/1 
FGTTMP vs FGTTMP-V2 12/3/4 FGTTMP vs FGTTMP-V2 12/5/2 

the Supplementary Material. The results indicated that as
the number of clusters increased, the FGTTMP performed
better on most problems, suggesting that more clusters could
retain more high-quality individuals and thus better lead the
population to converge toward the true POF. It is worth noting
that for some test problems with complex DPOS or POF, such
as DF13 and DF14, the fluctuations in the parameter K value
had a significant impact on the MIGD values. However, the
best convergence and diversity of most benchmark problems
were not obtained for the same K value; therefore, a suitable
K value was selected as 12.

E. Ablation Study

The main contribution of the FGTTMP is that it combines
knowledge extraction with a prediction technique. Particularly,
two different strategies are adopted to generate the initial
population, the FGT and TMP strategies. To validate the
advantageousness of the strategies, an ablation study was
conducted using two variants of the FGTTMP, each of which
used only one of the two mentioned strategies, the FGT or the
TMP, and they were denoted by FGTTMP-V1 or FGTTMP-V2,
respectively. Comparative experiments of FGTTMP and the two
variants were conducted on the DF, F, dMOP, and FDA problems
at nt = 10 and τt = 5. The settings of the other experimental
parameters were consistent with the previous experiments. The
MIGD and MHV results are presented in Tables V and Tables
A.VI and A.VII in the Supplementary Material, where it can be
seen that the FGTTMP performed significantly better than the
FGTTMP-V1 and FGTTMP-V2 on 19 and 12 cases regarding
MIGD, and on 18 and 12 cases regarding MHV, respectively.
The statistics results indicated that combining the FGT and
TMP strategies could provide better performance than using
only one of them. A more detailed analysis is available in the
Supplementary Material.

TABLE VI
COMPARISON STATISTICS ON DIFFERENT τt

MIGD +/-/= MHV +/-/= 
FGTTMP vs PPS 32/4/2 FGTTMP vs PPS 30/1/7 
FGTTMP vs CKPS 31/4/3 FGTTMP vs CKPS 34/1/3 
FGTTMP vs MMTL 36/1/1 FGTTMP vs MMTL 36/0/2 
FGTTMP vs IT 36/2/0 FGTTMP vs IT 37/0/1 
FGTTMP vs GM 30/6/2 FGTTMP vs GM 25/2/11 
FGTTMP vs AE 26/8/4 FGTTMP vs AE 26/5/7 
FGTTMP vs KT 27/8/3 FGTTMP vs KT 33/3/2 
FGTTMP vs CPDM 36/1/1 FGTTMP vs CPDM 34/0/4 

F. Different Change Frequencies

To investigate the effect of different change frequencies,
additional experimental tests were conducted for nt of 10 and
τt of 5 and 10. The statistics results are presented in Tables VI
and Tables A.VIII and A.IX in the Supplementary Material.
Again, the FGTTMP performed better than its competitors
on the majority of benchmark problems under different τt.
Meanwhile, the results indicated that all algorithms were
sensitive to τt. Despite various difficulties in the tracking
capability of the algorithms posed by different τt values,
the FGTTMP could still obtain more promising results
than the other algorithms. For an intuitive comparison regarding
the robustness of the algorithms, the box plots of the MIGD
results on four representative benchmarks are presented in Fig. 9,
where it can be seen that compared with the other algorithms,
the proposed FGTTMP was much less susceptible to the effect
of τt and performed more robustly in response to different τt.

V. CONCLUSION

This article presents an evolutionary algorithm based on
the FGT and TMP strategies, named FGTTMP, to handle
DMOPs. The proposed FGTTMP includes two main nov-
elties. First, instead of directly exploiting the previously
obtained POS to constitute an initial population, the FGTTMP
accelerates convergence and maintains diversity for future
evolutions by extracting valuable historical knowledge from
all previous search processes using the information feedback
model and cluster-based transfer learning. This strategy is not
limited by memory-based algorithms and thus can provide an
improved performance in various changing scenarios. Second,
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Fig. 9. Influence of τt on F6, F7, DF6, and DF12; nt was set to 10, and τt was set to 5 and 10, in turn; each column represents the change in one benchmark
problem.

a probability-based trend prediction model is introduced to
track the POS manifold, which can lead to subsequent evo-
lutions and effectively reduce the prediction deviation of the
linear model.

The proposed FGTTMP is comprehensively verified by
comparison experiments with eight state-of-the-art algorithms
on 19 various benchmarks. The statistics results clearly illus-
trate the superiority of the proposed FGTTMP over the other
algorithms in convergence, diversity, and robustness. This
indicates that the FGTTMP can respond rapidly and efficiently
to changes in an environment. In addition, the effect of
each of the two strategies used in the FGTTMP is analyzed,
and the analysis results suggest that the combination of the
two strategies provides better results than using each of the
strategies alone.

Although the FGTTMP can achieve excellent tracking
capability and competitive performance on a wide range of
benchmark problems, it has certain limitations. Therefore,
future work could develop other knowledge extraction methods
that could better learn from the historical search process. In
addition, the FGTTMP could be improved to address more
complex DMOPs with more objectives and larger dimensions.
Finally, how to apply the FGTTMP to address practical issues,
such as job scheduling and raw ore allocation, could be further
investigated.
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