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Abstract—Docker has evolved into core container platform in
cloud-native environments. However, it is susceptible to software
aging problem after long-time running, which seriously impairs
the overall system reliability and performance. Existing aging re-
lated research mainly focuses on verifying the presence of software
aging phenomena and predicting resource consumption changes
caused by it, with insufficient research on how to implement tar-
geted and effective rejuvenation strategies on the Docker platform.
This paper proposes an integrated framework, called TiAD-DQR,
to comprehensively and effectively mitigate the platform aging
challenge, where Trend Decomposition Dense Encoder (TDDE)
and Gaussian Mixture Aging Detection (GMAD) are combined
for accurate determination of aging states and then to assist in
intelligent rejuvenation decision generation based on the Double
Q-Learning (DQL). The sufficient experimental results show that
our TiAD-DQR can effectively delay the software aging process,
maximize system availability, and significantly improve the service
quality and system stability of the Docker platform.

Index Terms—Docker platform, aging states determination,
rejuvenation decision generation, double Q-learning (DQL).

I. INTRODUCTION

OFTWARE aging refers to the phenomenon where soft-
S ware systems experience progressively decreased perfor-
mance and increased failure rates during continuous operation,
manifesting as service errors, system stoppages, or prolonged
response times. A key reason for this is that although soft-
ware errors exist as inherent defects from development, their
accumulation during operation leads to gradual performance
degradation and aging-related faults [1]. With the rapid ad-
vancement of cloud-native technologies, Docker has become
the mainstream container platform for container creation, de-
ployment, and management. Empirical evidence from Oliveira
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et al. [2] underscores that resource mismanagement, particu-
larly memory leaks and fragmentation, is prevalent in long-time
running Docker environments, often escalating into systemwide
performance degradation, more directly, Vinicius et al. [3] in
their 2022 experimental study targeting Docker’s core runtime
component dockerd, using Docker 17.05.0-ce, explicitly demon-
strate that the Docker platform suffers from distinct software
aging effects in long-running scenarios. This not only renders the
platform more susceptible to reliability issues but also escalates
into cascading risks. As aging intensifies, critical services may
experience sudden performance collapses during peak loads,
and mission-critical tasks could face unpredictable interruptions.
Additionally, the cumulative effect of prolonged degradation can
erode system availability to a point where even basic operations
falter, ultimately triggering severe economic losses that extend
beyond direct downtime to encompass reputational damage and
customer attrition.

To effectively address software aging on the Docker platform,
there is aneed to accurately identify aging states and develop rea-
sonable rejuvenation strategies to reduce downtime. However,
traditional rejuvenation measures primarily rely on rebooting,
yet such operations may increase downtime and compromise
system availability [4]. Thus, there is a need to develop strategies
that ensure system state restoration, reduce rejuvenation costs,
and maintain service quality and stability. In view of this, this
paper proposes an integrated framework named TiAD-DQR,
designed for the Docker platform. The framework combines
the TDDE-GMAD approach, which integrates the TDDE and
GMAD, for precise aging state identification. It also employs a
reinforcement learning algorithm based on DQL [5] to generate
intelligent rejuvenation decisions, maximizing Docker platform
availability by balancing immediate response and long-term
sustainability. The principal contributions of this work are as
follows.

e Based on the TDDE model, we developed an aging
trend prediction approach. Existing time-series models for
Docker aging often fail to filter non-aging fluctuations or
capture long-term patterns, leading to low accuracy. Our
TDDE uses trend decomposition to eliminate noise and
a dense encoder to extract long-term features, boosting
long-term prediction precision.

e Based on the GMAD model, we proposed an aging
states determination method. Traditional methods rely on
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manual thresholds, which are inflexible for dynamic
Docker environments and cause misjudgments. Our
GMAD combines unsupervised anomaly detection and
clustering to auto-generate thresholds, precisely dividing
Docker into four aging states without manual intervention.

e Using the DQL algorithm, we designed a rejuvenation
decision approach. Existing Docker rejuvenation mostly
uses fixed operations like periodic restarts, ignoring actual
aging states and causing unnecessary downtime. Our DQL
defines state space with current and predicted aging states,
builds a reward matrix balancing immediate and long-term
benefits, and selects optimal actions to reduce downtime.

e The TiIAD-DQR framework integrates these three modules
into a closed-loop system, different from fragmented ex-
isting solutions. TDDE provides accurate predictions for
GMAD, GMAD guides DQL’s action selection, and DQL’s
decisions update the system state. This synergy compre-
hensively addresses Docker’s software aging, improving
the platform’s reliability, service quality and stability.

II. RELATED WORK

This section systematically reviews and classifies existing
studies into two main categories: cloud-based aging detection
methods and rejuvenation decision methods.

A. Cloud-Based Aging Detection Methods

Cloud-based aging detection methods primarily rely on using
time series models to predict software resource usage, assisting
in forecasting potential future aging issues by analyzing resource
consumption trends.

Early studies focused on traditional statistical and machine
learning models for specific scenarios. Grottke et al. analyzed
software aging issues in Web servers, such as memory leaks
and resource exhaustion, and provided a series of monitoring
and mitigation strategies [6]. Magalhdes and Silva developed
a predictive model based on ARIMA and Holt-Winters for
predicting performance anomalies in web applications due to
software aging [7]. Jia et al. used multivariate linear regression
to analyze the aging trends of software in Web servers and
discussed how to use these prediction models to optimize re-
juvenation strategies [8]. Yan et al. in two papers used SVM and
a hybrid method combining ARIMA and ANN, respectively,
to predict resource consumption in IIS Web servers, aiming
to enhance prediction accuracy [9][10]. Additionally, Yan and
Guo provided a practical guide to predicting software aging in
Web servers using machine learning technologies, offering an
effective resource consumption prediction method for potential
future aging issues by comparing models such as ARIMA, ANN,
and SVM [11].

Subsequent research extended to cloud, edge, and container-
ized environments. Chen et al. developed a tool named ARF-
Predictor, designed to forecast failures and resource consump-
tion trends in cloud-based application software, combining mul-
tiple algorithms and technologies to enhance the accuracy and
efficiency of prediction [12]. Sudhakar et al. used an ANN
model to predict aging and failure times of virtual machines
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in cloud systems [13]. Andrade et al. studied software aging
phenomena in continuously running image classification sys-
tems within cloud and edge computing environments, using
statistical analysis methods to detect trends in memory usage
growth in cloud and edge computing systems [14]. Oliveira et
al. investigated software aging phenomena in container-based
virtualized environments, particularly Docker, using time se-
ries models to predict the progression of resource consump-
tion caused by software aging [15]. Xie et al. used a hybrid
model to real-time predict resource loads of Docker contain-
ers, to identify potential performance degradation and resource
depletion [16].

For deep learning-based prediction models, recent advanced
methods such as FEDformer [17], Autoformer [18], In-
former [19], and Transformer [20] have shown effectiveness in
long-term time series forecasting.

In summary, existing cloud-based aging detection methods
predominantly rely on single-step prediction, focusing on single-
step accuracy but fails to capture long-term aging trends in
time-series data. Although deep learning models are capable
of extracting long-term features, they are not tailored to soft-
ware aging scenarios and often underperform when handling
non-stationary, aging-specific patterns in Docker platforms. To
overcome these limitations, our proposed TDDE model incorpo-
rates trend decomposition and long-term feature extraction, ef-
fectively reducing error accumulation and enhancing long-term
prediction accuracy.

B. Cloud-Based Rejuvenation Decision Methods

Cloud-based rejuvenation decision methods primarily rely on
traditional rebooting and virtualization-based migration tech-
niques aimed at mitigating aging phenomena by optimizing
resource allocation, thus enhancing system performance and
stability.

Studies focusing on virtualization-based strategies have ex-
plored various approaches to address aging. Silva et al. pro-
posed a virtualization-based automated software rejuvenation
plan by continuously monitoring system performance metrics,
effectively preventing transient faults and software aging [21].
Puliafito explored time-based rejuvenation strategies for virtual
machine monitors, which optimize the operation and availability
of the monitors by collecting and analyzing resource usage
data [22]. Fakhrolmobasheri et al. proposed a power-aware
software rejuvenation strategy for cloud data centers, analyzing
the rejuvenation effects on virtual machine monitors using a
stochastic activity network model to enhance energy efficiency
and system stability [13]. Torquato et al. studied the use of virtual
machine migration as a rejuvenation strategy to improve the
availability and reliability of cloud systems, evaluating its posi-
tive impact on overall system performance through simulations
of various workloads [23].

Research on application and component-level rejuvenation
has focused on targeted strategies for specific systems. Parri et al.
applied fault injection and accelerated life testing techniques to
assess the impact of soft errors on software aging in component-
based web applications and implemented micro rejuvenation
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strategies by altering component configurations to slow down
the aging process [24].

Studies specifically targeting Docker environments have
investigated rejuvenation effects in containerized settings.
Torquato and Vieira conducted experimental studies on apply-
ing the SWARE method within Dockerd daemons to provoke
aging and assess the effects of rejuvenation strategies, finding
that rebooting significantly improves system performance and
stability [25]. Vinicius et al. conducted a detailed study on
software aging issues on the Docker platform, using the SWARE
method to detect aging signs and test rejuvenation strategy
effects. Experimental results showed that LSTM machine learn-
ing algorithms offer higher prediction accuracy than traditional
time series models, and strategies like system rebooting can
significantly reduce resource consumption [3].

In summary, existing cloud-based rejuvenation methods are
predominantly relying on system rebooting. Such strategies lack
targeted measures for diverse aging states and may disrupt sys-
tem stability due to excessive or untimely operations. To address
these limitations, this paper employs the Double Q-Learning
algorithm for rejuvenation decision-making, which balances
immediate response needs and long-term sustainability, reduces
system downtime, and ensures service continuity and quality.
For performance comparison, we select Q-learning and SARSA,
two representative reinforcement learning algorithms, as base-
line methods, given their widespread application in adaptive
decision scenarios.

C. Research Limitations and Our Contribution

Current studies on the Docker platform aging often focus on
providing decision support by improving prediction accuracy,
however, they tend to overlook the long-term characteristics of
software aging data, which limits the precision of predictive
models. Additionally, there are insufficient approaches on how
to use predictive outcomes to implement effective rejuvenation
measures, often resulting in a lack of diversity and intelli-
gence in rejuvenation decision. Therefore, our work proposes
a comprehensive framework designed for the Docker platform,
TiAD-DQR. This framework enables a more complete process.
Accurate long-term trend prediction informs robust state deter-
mination, and precise state judgments guide adaptive rejuvena-
tion strategies. This integration achieves more coherent, targeted
aging management.

III. CONSTRUCTION OF THE TIAD-DQR FRAMEWORK

As shown in Fig. 1, our framework uses the TDDE-GMAD
aging states awareness approach to accurately determine the
long-term aging states of software, combined with the DQL re-
inforcement learning algorithm for intelligent rejuvenation deci-
sion. This approach significantly improves system performance
and stability, while providing a more efficient and sustainable
rejuvenation strategy for the Docker platform. To elaborate,
we first introduce the three constituent modules separately,
followed by a detailed description of the overall framework they
form.

IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 18, NO. 6, NOVEMBER/DECEMBER 2025

A. Software Aging Trends Prediction Based on the TDDE
Model

First, the time series data on software aging is decomposed to
preserve the trend component. Then, this component is standard-
ized and inputted into the Time-series Dense Encoder (TiDE)
model for prediction. Finally, the predicted data is denormalized
to obtain the final prediction results. The entire construction
process of the TDDE model can be summarized in the following
three steps.

1) Trend Decomposition Process

In the context of software aging, the monotonicity of the data
represents its overall trend, which is crucial for understanding
the aging behavior of software [26]. However, the common
seasonal components in the data, manifested as time-related
repetitive patterns, may obscure the real trend. Therefore, to
emphasize monotonicity and reduce the interference of seasonal
fluctuations, this paper opts to remove the seasonal components.
This process can be represented by the following (1).

k

~ 1

Tt:EE kYt+j (1)
j=

where CZA} represents the estimate of the trend component at time
point £, m is the total number of observations, k is the half-width
of the sliding window, and Y} ; is the original observation at
time point ¢ + j.

Fig. 2 shows the decomposition results of three key aging
metrics, CPU utilization, memory usage, and network received,
collected from the Docker platform. The data was sampled at
I-minute intervals, with each time step on the horizontal axis
corresponding to 1 minute. These metrics were selected because
CPU utilization directly reflects container workload and com-
putational resource consumption, serving as a critical parameter
for detecting computing resource leaks and performance degra-
dation; memory usage monitors container memory allocation
and release patterns, effectively identifying aging phenomena
such as memory leaks; and network received indicates container
network I/0 load and service responsiveness, enabling timely
detection of network resource anomalies.

Collectively, these metrics comprehensively characterize
hardware resource states and can pinpoint leakage sources. As
the subfigures illustrate, by decomposing and retaining the trend
components, not only is the data’s trendiness more pronounced,
which helps improve the accuracy of prediction, but it also
effectively reduces fluctuations in the data that are unrelated to
aging. These fluctuations may originate from temporary factors
such as excessive instantaneous loads, and the anomalies they
cause are usually transient and recoverable, unlike the continu-
ous performance degradation caused by software aging.

2) TiDE Model Construction Process

The TiDE model is a dedicated model for long-term time
series forecasting, featuring an encoder-decoder structure. It
combines the simplicity and efficiency of Multilayer Percep-
trons (MLP) and is capable of handling complex nonlinear
dependencies and covariate information in time series data,
thereby enhancing the speed and accuracy of prediction [27].
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Architecture of the TIAD-DQR framework.
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The construction process of the TiDE model is shown in Fig. 3

and includes the following steps.

Feature Projection. This projects the dynamic covariates at
each time point into a low-dimensional space, reducing dimen-

Decomposition of time series aging indicator data.

sions and capturing key information.
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(b) Trend component of aging indicator data.

Encoding Process. The dense encoder section uses a Resid-

ual Block to process historical information and dynamic co-

data.

variates, mapping them into a high-dimensional space to cap-
ture the intrinsic features and dynamic relationships of the
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Decoding Process. The dense decoder section uses a Residual
Block to map the encoded features back to the original space,
generating prediction for future time points, including a dense
decoder and a temporal decoder.

3) Obtaining Final Prediction

As normalization is used during the model training process to
improve training efficiency and model performance, the output
of the model is also within this normalized range. Therefore,
to make the prediction results meaningful to the end user, it is
necessary to perform a denormalization operation so that the
output has the same scale and distribution as the original data.
This process can be represented by the following (2).

Xoriginal = Xgax 0o+ 1% ()

where X,,;4inq i the denormalized prediction value within the
range of the original data, X ;4 is the normalized model output,
and o and p are the mean and standard deviation of the original
data, respectively.

B. Software Aging States Determination Based on the GMAD
Model

First, the UnSupervised Anomaly Detection (USAD) model
is trained using data from the software running in its normal
state, allowing the model to accurately reconstruct this data
and amplify the reconstruction errors when faced with aging
trend data. Then, by performing GMM clustering analysis on
the reconstruction errors output by the USAD model, thresholds
for different software aging states are automatically determined,
differentiating the various aging states. Finally, to enhance the
accuracy of aging states determination and reduce the impact of
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noise, a time window analysis is employed, thus more accurately
assessing the software’s aging condition. The entire construction
process of the GMAD model can be summarized in the following
three steps.

1) USAD Model Construction Process

The USAD model combines the advantages of autoencoders
and adversarial training. It consists of an encoder network F
and two decoder networks D; and Ds, which together form
two autoencoders, AE| and AFEs, sharing the same encoder F.
The model enhances sensitivity to anomalous data by learning
the feature distribution of normal data, where the autoencoder
structure captures long-term dependencies and dynamic changes
in time-series data. Adversarial training amplifies reconstruction
errors when encountering anomalous data, thus boosting the
model’s ability to recognize anomalies [28]. GMAD leverages
this characteristic to determine aging states based on the magni-
tude of reconstruction errors. Crucially, the TDDE’s prior trend
decomposition removes peak fluctuations, allowing USAD to
analyze purified aging trends. This pipeline design enhances
robustness and reduces misjudgment risks. The construction
process of the USAD model is illustrated in Fig. 4 and primarily
includes the following steps.

Autoencoder Training. Two similar autoencoders, AF, and
AFs, are trained using a normal data set to minimize the recon-
struction error between the input and output.

Adversarial Training. After training the autoencoders, adver-
sarial training methods are employed to further optimize the
model. Here, AE> is trained to differentiate between real data
and data reconstructed by AF7, while AE] is trained to deceive
AF5 by generating reconstructions indistinguishable from real
data by AEs.

Anomaly Detection. The USAD model uses reconstruction
errors to detect anomalies. An increase in reconstruction error
indicates that the input data deviates from the feature distribution
of normal data learned by the model, thereby signaling potential
anomalies.

2) Aging Thresholds Determination Based on GMM
Clustering

To accurately identify different aging states from the re-
construction errors output by the USAD model, this paper
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employs Gaussian Mixture Model (GMM) clustering methods
to automatically determine the thresholds for aging states, thus
effectively recognizing different software aging states. The ap-
plication of the GMM method primarily includes the following
steps.

Model Fitting. The reconstruction error data is fitted using
GMM by maximizing the log-likelihood function, which can be
represented by the following (3).

N 4
1(0) = _log (Z mN (295 > k)) 3)
i=1 k=1

where 6 represents the model parameters, x is the reconstruction
error data, [V is the total number of data points, 7, is the mixture
weight of the k-th Gaussian distribution, and N (2(; uy,, 3" k)
is the probability density function of the Gaussian distribution
with mean f1;, and covariance matrix ) k.

Thresholds Calculation. The means of four Gaussian dis-
tributions from the GMM model are extracted and sorted in
ascending order to determine the central positions of different
aging states. Then three thresholds are calculated based on these
sorted means, each threshold being the midpoint of adjacent
means. These thresholds divide the reconstruction error space
into four distinct intervals, each corresponding to a specific aging
state.This process can be represented by the following (4).

_ it pin

2

“)

where T; is the threshold for the i-th aging state.

Aging States Classification. Based on the calculated thresh-
olds, the reconstruction error data is categorized, and each data
point is assigned an aging state label, including healthy, aging,
severely aging, and failed states.

The core of this process is its ability to focus on abnormal
patterns, enhancing the capability for anomaly detection while
significantly reducing the impact of random noise. Specifically,
GMM clustering focuses on analyzing atypical patterns in the
reconstruction errors, which are key indicators of aging states,
thus enabling precise capture of abnormal software behaviors.
Additionally, due to the unique design of the USAD model,
which amplifies anomalous patterns through autoencoders and
adversarial training, the application of GMM clustering on these
amplified errors further enhances the detection capabilities for
subtle signs of aging.

3) Obtaining Final Aging States Based on Time Windows

To enhance the stability of aging states determination and
reduce the impact of random prediction errors on the final results,
this paper adopts a time-window-based approach to analyze the
aging states of software. By considering the aging states over a
period rather than at a single time point, this time-window-based
method can reduce the effects caused by instantaneous errors
in model prediction or random fluctuations in the data. This
method offers a more stable and reliable determination of aging
states, helping to avoid overinterpretation or misjudgment of
software aging trends. This process can be represented by the
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Algorithm 1. Rejuvenation Decision Generation.

1: Input: States .S, Actions A, Reward matrix R, Learning
rate «, discount factor ~y, exploration rate €, Max
episodes IV, max steps 7’

2: Output: Trained Q-tables 1 and Q2

3: Initialize: Q1 (s,a),Q2(s,a), Vs € S;a € A

4: for episode = 1 to NV do

5: Initialize s randomly

6: for step =1to 7 do

7 Choose action a and calculate rewards

8: a + e-greedy(Q1 + Q2, s)

9: Execute the action 7', obtain new state s’
10: (¢, a) «+ execute(a)

11: Update Q-table

12: if Qupdae = @1 then

13: Q1(s,a) + Q1(s,a) + aA(r,Qa,s")
14: else

15: Q2(Saa) — QQ(S,G)+OLA(7”7Q17.S/)
16: end if

17: 5+ s

18: if s is terminal then break
19: end if

20: end for

21: end for

22: return 1, Q2

following (5).
1 1+window—1
Label(i) = | ———— ] 5
abel i) window ; y(j) )

where Label(i) is the final aging state of the i-th window, ||
denotes rounding down, and y(j) is the aging state label of the
7-th time point.

C. Software Rejuvenation Decision Generation Based on the
DQL Algorithm

Software rejuvenation, as an effective preventative measure
against software aging, is crucial for ensuring the stable opera-
tion of software systems. However, deciding when and how to
implement software rejuvenation is a complex decision gener-
ation process. It requires consideration of the system’s current
state as well as the long-term benefits of rejuvenation actions.
Therefore, this paper employs the DQL algorithm to enable more
intelligent and diversified software rejuvenation decision. The
Algorithm 1 for rejuvenation decision generation based on DQL
is as follows.

Define states and actions. States should include the aging state
of the current time window and the predicted aging state of the
next time window. These can be defined as a tuple (Current State,
Future State), where each state can be either "healthy”, ”aging”,
”severely aging”, or “failed”. The four actions for rejuvenation
are “take no action”, “restart container”’, “migrate tasks”, or

“reboot operating system”.
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Define the reward matrix and state transition function. Set
up the reward matrix, which defines the rewards obtained under
given states and actions. And define the state transition function,
which specifies the new state to which the system will transition
after executing a specific action from the current state.

Initialize Q-tables. Initialize two Q-tables, Q* and Q. For
all state-action pairs (s, a), set Q4 (s,a) and QB (s, a) to zero.

Choose action and calculate rewards. For a given state s, use
an e-greedy strategy based on the average of the current Q4
and QP tables to choose an action a, balancing exploration and
exploitation. After executing the chosen action a, calculate the
immediate reward r and the new state s’ based on the reward
matrix and state transition function.

Update Q-table. Randomly select one Q-table for updating.
For the selected Q-table, apply the expectation maximization
update rule, updating the Q-value based on the immediate reward
received and the discounted future reward. The unselected Q-
table is used to provide the value of the optimal action for the
next state, helping to reduce overestimation issues. When using
Q“ to select action a*, the update for the Q4! table is represented
by the following (6).

Q4 (s,0) « Q4(s,0) + a [ - AQP (S, argmaxQA(s, )

a

—Q%(s, a)} (6)
where s is the current state, a is the current action, r is the
reward, « is the learning rate, -y is the discount factor, s’ is the
next state, and «’ is the optimal action chosen in state s’ based
on Q. When selecting actions using Q7, the update rule for
the Q” table is similar to that of Q“, but Q4 is used to compute
the maximum action value for the next state.

Loop iteration. Repeat the above steps for multiple iterations,
adjusting the strategy with each iteration based on environmental
feedback until the termination conditions of reaching the max-
imum number of iterations or Q-value convergence are met.
Monitor and record the Q-value changes at each step to assess
the effectiveness of the learning process and strategy.

Strategy application. Use the average values of the learned Q*
and QP tables for generating rejuvenation decision to optimize
system performance and reduce downtime.

This method dynamically selects optimal rejuvenation strate-
gies by aligning action intensity with the system’s current and
future aging severity. It promotes cost-effective actions such
as container restarts for mild aging and penalizes mismatched
decisions like unnecessary reboots. This balanced approach
minimizes downtime, prevents over-intervention, and enhances
long-term system adaptability and intelligence.

D. Integration of the TIAD-DQOR Framework

In summary, the TIAD-DQR framework systematically ad-
dresses software aging in Docker platforms through a three stage
pipeline shown in Fig. 1. First, the TDDE model achieves high
precision aging trend prediction by trend decomposition and
long-term feature extraction, laying a foundation for subsequent
state determination by clarifying the underlying patterns of
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aging evolution. Second, the GMAD model enables robust aging
state determination through automated threshold partitioning
and smoothed time-window analysis, leveraging the decom-
posed trends from TDDE to more accurately distinguish between
different aging states and reduce misclassification. Finally, the
DQL algorithm generates dynamic rejuvenation strategies by
jointly optimizing immediate responsiveness and long-term sus-
tainability, relying on GMAD’s precise state judgments to ensure
that decisions are targeted and avoid unnecessary interventions.
This modular design, where each stage enhances the next, es-
tablishing a closed-loop workflow of prediction, determination,
and decision that significantly enhances system availability and
service stability. Subsequent experiments validate each compo-
nent’s individual efficacy and their synergistic integration.

IV. EXPERIMENTAL SETUP

In this section, we introduce the research questions addressed
in this paper and detail the datasets utilized and the evaluation
metrics employed. All experiments were run on an NVIDIA
GTX 1650 Super with 4 GB memory, using TensorFlow for
prediction, PyTorch for state determination, and standard Python
libraries for rejuvenation.

A. Research Questions

The overall performance of our TiAD-DQR framework is ver-
ified by conducting comprehensive experiments. In particular,
we aim to answer the following four research questions (RQs).

® RQI: Compared to other time-series prediction methods,
can the TDDE model improve the accuracy of aging trends
prediction on the Docker platform by reducing non-aging
related fluctuations and extracting and leveraging long-
term features?

e R(Q2: Relative to traditional methods, can the GMAD
model enhance the accuracy of aging states identification
on the Docker platform by automating the determination
of aging thresholds?

® RQ3:How does the Double Q-Learning algorithm balance
immediate response and long-term sustainability when
generating rejuvenation decision? How does it compare
in terms of stability and effectiveness with other reinforce-
ment learning methods?

® RQ4: What is the overall impact on system performance
and stability in Docker environments following the imple-
mentation of the TIAD-DQR framework?

B. Experimental Environment and Dataset Description

Due to the scarcity of public datasets for Docker platform
aging studies, we constructed an experimental dataset using a
cloud-edge testbed comprising one cloud node and two edge
nodes. The cloud node was equipped with 8 vCPUs and 4 GB
RAM, while each edge node had 4 vCPUs and 2 GB RAM. All
nodes ran Docker 20.10.12 with Cgroups v2 on CentOS 7. To
accelerate aging observation, we adopted the cyclic container
operation method from Vinicius et al. [3], performing repeated
container creation and deletion under controlled conditions.
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The test involved 50 httpd containers, a number adapted to
our hardware configuration, with operations executed at 10-
second intervals. Each container was constrained to 512 MB
memory and 0.5 CPU cores. System metrics including CPU
utilization, memory usage, and network received were col-
lected at one-minute intervals using cAdvisor and Prometheus,
yielding 1,745 high-resolution records. The complete dataset
is publicly available at: https://github.com/DockerS ADataset/-
DockerSoftwareAging-CloudEdge-Dataset -. The dataset’s dis-
tinctive contribution lies in its controlled simulation of aging
within an authentic cloud-edge environment, with validation
through post-load analysis that effectively separates persistent
aging effects from transient workload fluctuations.

C. Evaluation Metrics

In order to comprehensively assess the effectiveness of the
TiAD-DQR framework and its constituent modules proposed
in this study, we employed multiple evaluation metrics to sep-
arately evaluate the predictive accuracy, judgment results, and
performance of the decision generation strategies according to
different experimental goals.

1) Metrics for Aging Trends Prediction: Root Mean Square
Error (RMSE) and Mean Absolute Error (MAE) are used to
assess the performance of aging trends prediction, as shown in
(7) and (8).

)

1 & .
MAE = EZW:‘ — Gl (8)
1=1

where y; is the actual observed value, ¥; is the predicted value,
and n is the total number of observations.

2) Metrics for Aging States Determination: Precision (P),
Recall (R), F1 Score (F1), and F1* Score (F1*) [29] are used to
assess the performance of aging states recognition, as shown in
9) to (12).

TP

P=_—-"
TP+ FP ©)

(10)

(1)

F1Ir=2. =

12)

where TP is true positive, F'P is false positive, F'N is false
negative, while P and R stand for average precision and average
recall respectively.

3) Metrics for Rejuvenation Decision Generation Algorithm:
In assessing rejuvenation decision methods based on the DQL
algorithm, we focus particularly on the average maximum Q-
value change, a metric used to measure the stability of Q-value
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updates in Q-learning algorithms, as shown in (13).
1 m
Max Q= - ;magci,j |Qr+1(84,a5) — Qr(si,ajz)| (13)

where Q(s;,a;) represents the () value for action a; taken
in state s; during the k-th iteration, m is the total number of
iterations, and max; ; represents the maximum change in all
values during the k-th iteration.

V. EXPERIMENTAL RESULTS

In this section, we systematically present the experimental
results and their analysis for each component of the TIAD-DQR
framework. First, we demonstrate the performance of the TDDE
aging trends prediction module. Next, the effectiveness of the
GMAD aging states determination module is analyzed. Then, we
detail the implementation results of the DQL rejuvenation de-
cision generation algorithm. Finally, the overall performance of
the TIAD-DQR framework is discussed. Each part is supported
by detailed data analysis and charts to verify the effectiveness
and reliability of the framework in practical applications.

A. Results of the Aging Trends Prediction: RQI

1) Baseline Models: To assess performance, this study com-
pares the proposed TDDE model with various benchmark mod-
els, including two simple linear and nonlinear models: DLinear
and NLinear [30]; four advanced deep learning-based mod-
els: FEDformer, Autoformer, Informer, and Transformer; and
two widely used time series forecasting models: SARIMA and
LSTM.

In the training of all models, MSE is uniformly used as the
loss function, with a historical length set at 120 time steps, and
the prediction steps of the models set at 15, 30, 60, and 120
respectively. All experiments are conducted on datasets that
have been standardized and normalized, divided into training,
validation, and test sets, with proportions of 70%, 10%, and
20% respectively. The above settings aim to ensure fairness and
scientific validity in the comparisons between the models.

2) Results: The performance of all methods on the RMSE
and MAE metrics is presented in Table I, with the best results
highlighted in bold. The results indicate that the TDDE model
significantly outperforms other baseline models on both eval-
uation metrics, demonstrating higher prediction accuracy. For
instance, with a prediction step of 15, the TDDE model reduced
the RMSE by 72.40% and 75.27% compared to the simple
models NLinear and DLinear, respectively. Compared to ad-
vanced models such as FEDformer, Autoformer, Informer, and
Transformer, the reductions are 69.51%, 70.44%, 88.59%, and
88.10%, respectively. Compared to traditional models SARIMA
and LSTM, the reductions are 96.96% and 97.95%, respectively.
Notably, these improvements become even more pronounced in
long-term predictions: at 120-step horizon, TDDE outperforms
FEDformer by 34.43%, Autoformer by 37.70%, and LSTM by
98.16%. This significant advantage in long-horizon forecasting
directly stems from TDDE’s ability to extract and leverage
long-term aging features through trend decomposition, while
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TABLE I
COMPARISON OF TDDE MODEL WITH OTHER MODELS

TDDE NLinear DLinear FEDformer

Models

Autoformer Informer Transformer SARIMA LST™M

RMSE  MAE RMSE MAE  RMSE MAE  RMSE MAE

RMSE

MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE

15 0.1483  0.1013  0.5375 03695 0.5997 04267 0.4864  0.3283

30 | 01977  0.1330 05429 03727  0.6296  0.4526  0.4892  0.3358

60 0.2864  0.1955 0.5578 03837 0.6747 04878 0.5197  0.3670

Software Aging Data

120 | 0.3474  0.2581 05831 03994 0.7143 05138  0.5299  0.3777

0.5017

0.5089

0.5476

0.5576

0.3543  1.2995 1.1285 1.2463  1.0545 4.8757 3.4080  7.2351 5.4360

03629 1.5702  1.3877 1.4899 12005 5.6415 3.8977  8.8287 6.5536

03922  1.5884 14183 1.5728 1.3725 7.8354 53421 9.9588 7.1434

0.4117  1.8425 1.5948 1.6397 14363 87764 6.1605 18.8933  13.3826

TABLE II
COMPARISON OF TDDE AND TIDE MODELS IN ABLATION STUDY

Input-120 TDDE TiDE

Predict RMSE MAE RMSE MAE

15 0.1483 0.1013 0.4948 0.3309

30 0.1977 0.1330 0.5017 0.3381

60 0.2864 0.1955 0.5123 0.3492

120 0.3474 0.2581 0.5307 0.3710

—— True Values
Predicted (15)
Predicted (30)
Predicted (60)
Predicted (120)

124

Memory Usage (bytes)
s 3

&

114

112

120 140 160

Time Steps

Fig. 5. Comparison of true and predicted memory usage.

other models fail to decouple persistent aging trends from
short-term noise, leading to error accumulation over time. These
data highlight the TDDE model’s exceptional performance in
predicting aging trends on the Docker platform.

3) Ablation Study: As shown in Table II, the TDDE model
exhibits significant improvements in the RMSE and MAE met-
rics compared to the TiDE model. Additionally, a performance
comparison of the TDDE model at different prediction steps on
the aging metric of memory usage is shown in Fig. 5, showing
that the model fits the aging trends well across various prediction
lengths. These results further confirm that by decomposing

time-series data to extract long-term aging features and suppress
non-aging fluctuations, the TDDE model significantly enhances
the accuracy of long-term aging trend prediction on the Docker
platform.

B. Results of the Aging States Determination: RQ?2

1) Baseline Models: To assess performance, this study com-
pared the proposed GMAD model with various traditional
benchmark models, including supervised classification mod-
els: Logistic Regression (LR), Random Forest (RF), K-Nearest
Neighbors (KNN), Gradient Boosting Decision Trees (GBDT),
Support Vector Machine (SVM), and Light Gradient Boosting
Machine (LightGBM) [31]; as well as unsupervised clustering
models: Hierarchical Clustering (HC), KMeans, and Density-
Based Spatial Clustering of Applications with Noise (DB-
SCAN).

All experiments were conducted on a dataset that was stan-
dardized and normalized, divided into training, validation, and
test sets with proportions of 70%, 10%, and 20%, respectively.
Aging states were categorized into four types: healthy, aging,
severely aging, and failed states. All models utilized the same
test set, but due to methodological differences, the GMAD
model used only non-aging data during training and validation.
Additionally, the clustering models automatically determined
the aging thresholds by the midpoints between two clusters to
assess the aging states. The above settings aim to ensure fairness
and scientific rigor in the comparisons between the models.

2) Results: The performance of all methods across the P, R,
F1, and F1* metrics is shown in Table III, marking the best
results in bold. The results show that the GMAD model signifi-
cantly surpasses other baseline models in the P, R, F1, and F1*
evaluation metrics, exhibiting higher judgment accuracy. For ex-
ample, in terms of the F1 metric, GMAD outperforms traditional
classification models such as LR, RF, KNN, GBDT, SVM, and
LightGBM with increases of 54.57%, 19.31%, 14.83%, 13.95%,
10.36%, and 8.29% respectively. Relative to traditional cluster-
ing models such as HC, KMeans, and DBSCAN, the increases
are 480.48%, 445.22%, and 27.59% respectively. These figures
underscore the outstanding performance of the GMAD model
in determining the aging states on the Docker platform.

Authorized licensed use limited to: Inner Mongolia University. Downloaded on December 26,2025 at 07:38:02 UTC from IEEE Xplore. Restrictions apply.



LIU et al.: TIAD-DQR: SOFTWARE AGING STATES DETERMINATION AND REJUVENATION DECISION GENERATION

4257

TABLE III
COMPARISON OF GMAD MODEL WITH OTHER MODELS

Models GMAD LR RF KNN GBDT SVM LightGBM HC KMeans DBSCAN
- P 0.9877 0.7724 0.8841 0.8942 0.8991 0.9138 0.9257 0.1693 0.2070 0.7871
g
%z R 0.9874 0.6625 0.8375 0.8625 0.8708 0.8958 0.9125 0.2208 0.2125 0.7633
<
e
g Fl1 0.9874 0.6388 0.8276 0.8599 0.8665 0.8947 09118 0.1701 0.1811 0.7739
B
%)
F1* 0.9875 0.7133 0.8601 0.8781 0.8847 0.9047 0.9191 0.1917 0.2097 0.7750
10 == EmP EmR C3@FA C3JF* 10 — EmP EmR C3FA C3JFA*

00 — — — - — —
GMAD R RF KNN GBDT SvM

Classification Models

ugh:GsM—_
(a) Comparison of GMAD and traditional classification models.

Fig. 6. Performance comparison of GMAD with traditional models.

TABLE IV
COMPARISON OF GMAD AND GMM MODELS IN ABLATION STUDY

P R F1 F1*

GMAD

0.9877 0.9874 0.9874 0.9875
(window)

GMAD

0.9589 0.9583 0.9579 0.9586
(non-window)

GMM 0.2563 0.2208 0.1732 0.2372

Moreover, the notable performance disparities between the
GMAD model and traditional classification and clustering mod-
els is illustrated in Fig. 6. Traditional classification models are
observed to have high performance. However, they depend on
supervised learning and need manually labeled data, which could
be restrictive in real-world applications. Conversely, traditional
clustering methods, while providing some automation, often fall
short in effectiveness evaluation.

3) Ablation Study: As shown in Table IV, we illustrates
that the GMAD model significantly enhances performance
on the P, R, F1, and F1* metrics over the standalone GMM
model. This outcome validates the strengths of the GMAD

) -j—‘

0.0

GMAD HC KMeans, DBSCAN
Clustering Models

(b) Comparison of GMAD and traditional clustering models.
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Fig. 7. Evolution of average maximum Q-values across learning episodes.

model in concentrating on aging data patterns and amplifying
aging detection capabilities. It not only automatically sets aging
thresholds but also precisely determines the aging states of the
Docker platform, addressing the constraints of manually set
thresholds in conventional methods. Moreover, compared to the
non-window GMAD, the GMAD shows a modest improvement
in performance, suggesting that time-window-based analysis
can effectively mitigate the adverse effects of random errors,
thus increasing the accuracy of aging states assessments.
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Fig. 8. Recovery efficiency of system indicators post TIAD-DQR framework
implementation.

C. Results of the Rejuvenation Decision Generation: RQ3

1) Baseline Models: For performance evaluation, the pro-
posed DQL algorithm was compared with two other reinforce-
ment learning algorithms, Q-Learning and SARSA. All algo-
rithms were implemented under identical experimental condi-
tions to guarantee the consistency and fairness of the compar-
isons.

During the implementation, the same reward matrix and state
transition functions were used, actions were selected using an
e-greedy strategy, and parameters like learning rate, discount
factor, and exploration rate were kept consistent. States are
defined as Sy (healthy), S (aging), Sy (severely aging), and
S3 (failed). Actions are A (take no action), A; (restart con-
tainer), Ao (migrate tasks), and Aj (reboot operating system).
These actions represent varying levels of rejuvenation measures.
Higher-level actions, while more effective in recovery, can result
in longer system downtimes.
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TABLE V
FINAL Q-TABLE AND OPTIMAL ACTIONS DERIVED FROM DQL ALGORITHM

State Pair Ag Aq As As Best Action
(So, So) 0.713599133 -0.004476852 | -0.034372211 -0.034298981 Ag
(So, S1) 0.631029606 0.086861706 0.005814353 -0.016431521 Ag
(So, S2) -0.016173856 | -0.004038617 0.236748963 0.00473738 Ag
(So, S3) -0.010828016 | -0.011014834 | -0.002784512 0.141064652 Az
(S1, So) 5 4.25 3.5 3 Ao
(S1, S1) 0.008185558 0.905768508 0.000862352 0.0349125 Ay
(S1, S2) | -0.009213924 0.00127968 0.675972497 0.02125 Az
(S1, S3) | -0.006197095 | -0.003572616 | -0.000426503 | 0.543950945 Az
(S2, So) 5 45 35 3 Ao
(S2, S1) 1.0350627 0.793909932 0.028574502 0.44722185 Ag
(S2, S2) | -0.009649575 | 0.141678623 0.049875 0.046687734 Ay
(S2, S3) | -0.006045291 | -0.005551523 | 0.000136429 0.643817271 Az
(S3, So) 7.5 6.75 6.5 6.25 Ag
(S3, S1) 0.017069775 1.098972272 0.015259877 0.046796875 Ay
(S3, S2) | -0.004917269 | 0.001155388 0.034909422 0.871517882 Az
(S3, S3) | -0.069274363 | -0.02174276 | -0.006796199 1.28570057 Az

2) Results: As shown in Table V, the Q-table ultimately
derived from the DQL algorithm is displayed, representing the
average of two separate Q-tables throughout the training phase.
As the algorithm undergoes continuous cyclic iterations, the Q-
table within the model approaches convergence, demonstrating
that the algorithm integrates considerations of both current and
future aging states to select the optimal strategy from multiple
rejuvenation actions. For instance, in the state (Sp, Sp), the
Q-table suggests the optimal action as Ay, a choice that re-
flects the strategy of maintaining system stability during initial
aging stages, effectively balancing immediate responsiveness
with long-term sustainability. Conversely, the optimal action A
under the state (S2, S2) is unexpected, potentially reflecting the
effects of randomness during training or specific settings of the
reward mechanism.

Furthermore, we illustrates the comparison of the three al-
gorithms in Fig. 7 based on the trends in average maximum
Q-values. Notably, the DQL algorithm converges towards the
optimal value more quickly than the Q-Learning and SARSA
algorithms, demonstrating its pronounced advantage in learning
stability. This stability allows DQL to rapidly approximate the
optimal strategy while minimizing fluctuations during training,
thus enhancing reliability when designing long-term effective
and adaptable rejuvenation strategies. This characteristic is crit-
ical in devising rejuvenation strategies, ensuring the efficiency
and effectiveness of rejuvenation decision, aiding the system in
maintaining high performance and stability amidst continuous
aging challenges.

D. Results of the TIAD-DQR Framework Implementing: RO4

We present a comparison of the duration in failed state
between the TiAD-DQR framework and traditional reboot
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TABLE VI
COMPARISON OF FAILED STATE DURATION BETWEEN TIAD-DQR FRAMEWORK
AND TRADITIONAL RESTART STRATEGIES

Strategies TiAD-DQR Framework  Threshold-Based Restart ~ Periodic Restart

Failed State Duration 0s 38m 3hllm

strategies in Table VI, including a periodic reboot strategy on a
24-hour cycle and a threshold reboot strategy triggered imme-
diately upon the system’s CPU utilization reaching 100%. The
results distinctly demonstrate that the TiAD-DQR framework
significantly excels in preventing the Docker platform from en-
tering failed state, thereby effectively safeguarding the system’s
availability and stability.

Furthermore, we extensively illustrate three key performance
metrics of the Docker platform under extreme conditions in
Fig. 8, i.e., CPU utilization, memory usage, and network re-
ceived. In the diagrams, the blue line indicates the trajectory
of the system’s original data, and the green line displays the
changes in data following the implementation of rejuvenation
strategies. The figures reveal that the system underwent four
phases: Sy, S1, .52, and S3, ultimately stabilizing in a S; state. By
implementing the TIAD-DQR framework, which entails using
the TDDE-GMAD model to predict and determine aging states
and following rejuvenation measures guided by the Q-table
generated by the DQL algorithm, system performance was
significantly restored to its optimal state. Notably, the memory
usage in Fig. 8 demonstrates successful rejuvenation through its
return to healthy state operation characteristics, starting with the
creation/deletion of 50 httpd containers every 10 seconds. This
further validates the capability of the TIAD-DQR framework to
sustain Docker platform performance and operational efficiency
in extreme conditions. In addition, the time cost of our model
training is at the minute level, and the inference cost is at the
millisecond level, which can meet the actual application.

VI. CONCLUSION

This paper addresses the prevalent issue of software aging on
the Docker platform by introducing the TIAD-DQR framework,
which integrates advanced technologies to predict, assess, and
alleviate aging impacts, thereby improving the Docker plat-
form’s stability and availability. Its core strengths lie in three
integrated modules: the TDDE model enables long-term precise
prediction of aging trends to guide rejuvenation decisions; the
GMAD model automates accurate aging state determination,
overcoming reliance on human experience; and the Double
Q-Learning algorithm optimizes rejuvenation decisions by bal-
ancing current and future states. Experimental results validate
that the TIAD-DQR framework effectively restores system per-
formance to optimal levels, significantly enhancing operational
efficiency and service quality.

The current research uses specific experimental scenarios to
collect data for studying Docker software aging, and these con-
trolled simulation scenarios effectively support our exploration
of core aging trends while providing a reliable foundation for
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the research. In future work, we plan to extend our research
in two key directions. First, we will deploy the experimental
environment across multiple edge nodes to collect data under
more complex cloud-edge scenarios. Second, we will introduce
greater diversity and intensity in workload patterns to build a
more comprehensive dataset. These efforts will help develop
a more universally applicable framework for detecting Docker
software aging across diverse operational contexts.
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