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Win-Win Approaches for Cross Dynamic Task
Assignment in Spatial Crowdsourcing
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Abstract—Spatial crowdsourcing (SC) is becoming increasingly
popular recently. As a critical issue in SC, task assignment currently
faces challenges due to the imbalanced spatiotemporal distribution
of tasks. Hence, many related studies and applications focusing on
cross-platform task allocation in SC have emerged. Existing work
primarily focuses on the maximization of total revenue for inner
platform in cross task assignment. In this work, we formulate a
SC problem called Cross Dynamic Task Assignment (CDTA) to
maximize the overall utility and propose improved solutions aiming
at creating a win-win situation for inner platform, task requesters,
and outer workers. We first design a hybrid batch processing frame-
work and a novel cross-platform incentive mechanism. Then, with
the purpose of allocating tasks to both inner and outer workers, we
present a KM-based algorithm that gets the accurate assignment
result in each batch and a density-aware greedy algorithm with
high efficiency. To maximize the revenue of inner platform and
outer workers simultaneously, we model the competition among
outer workers as a potential game that is shown to have at least
one pure Nash equilibrium and develop a game-theoretic method.
Additionally, a simulated annealing-based improved algorithm is
proposed to avoid falling into local optima. Last but not least, since
random thresholds lead to unstable results when picking tasks that
are preferentially assigned to inner workers, we devise an adaptive
threshold selection algorithm based on multi-armed bandit to fur-
ther improve the overall utility. Extensive experiments demonstrate
the effectiveness and efficiency of our proposed algorithms on both
real and synthetic datasets.

Index Terms—Game theory, multi-armed bandit, simulated
annealing, spatial crowdsourcing (SC), task assignment.
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I. INTRODUCTION

S PATIAL crowdsourcing (SC) has become a widely recog-
nized new economic paradigm in recent years. In traditional

SC, a task requester sends the spatial task to the crowdsourcing
platform, the platform matches a suitable worker with the task,
and then the worker moves to a specified location to perform
the task. Existing SC applications, such as Didi1, Uber2 and
GrubHub3, bring convenience to the daily lives of people while
also generating huge economic benefits.

Most of the existing research on spatial crowdsourcing per-
form task assignment on a single platform, which gradually
reveals some drawbacks. On the one hand, there is a shortage
of workers when the orders increase dramatically. On the other
hand, it is difficult to address the issue of imbalanced distribution
of workers. Fig. 1 presents an example of drivers from two
ride-hailing service companies (Uber and Lyft4) showing an
uneven spatial distribution in New York City between 5:00 p.m.
and 8:00 p.m.

During the order peak period, users often hail rides faster by
placing orders on several different platforms. However, duplicate
orders from users not only add costs to the platforms, but may
also cost users additional money. In this case, the cross-platform
collaborative task assignment mode can meet the needs of mul-
tiple parties. Cross-platform spatial crowdsourcing has emerged
in a wide range of real-world scenarios. For instance, when
we use Didi for ride-hailing, the platform not only sends its
own workers to provide the service, but also collaborates with
third-party platforms with the same type of service to address
the imbalance between supply and demand.

Prior Work: Existing studies on task assignment in cross-
platform spatial crowdsourcing [2], [3], [4] ignore the interests
of outer workers as well as the competition among outer workers.
In addition, some existing studies adopt a consistent allocation
strategy for both inner and outer workers, which may lead to
the loss of inner workers. Other studies use fixed or random
reward thresholds to filter tasks prioritized for allocation to inner
workers, resulting in poor or unstable results. In this work, we
investigate a task assignment problem of SC, called Cross Dy-
namic Task Assignment (CDTA). Several win-win approaches

1https://web.didiglobal.com/
2https://www.uber.com/
3https://www.grubhub.com/
4https://www.lyft.com/

1041-4347 © 2025 IEEE. All rights reserved, including rights for text and data mining, and training of artificial intelligence and similar technologies.
Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: HUNAN UNIVERSITY. Downloaded on February 02,2026 at 14:07:33 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0009-0006-2133-1070
https://orcid.org/0009-0005-1523-5253
https://orcid.org/0000-0001-6956-9260
https://orcid.org/0000-0002-0764-0620
https://orcid.org/0000-0002-2635-7716
https://orcid.org/0000-0003-3816-8450
https://orcid.org/0000-0001-5224-4048
mailto:hnurty@hnu.edu.cn
mailto:ding@hnu.edu.cn
mailto:zhxu@hnu.edu.cn
mailto:lkl@hnu.edu.cn
mailto:yangzb@ccsu.edu.cn
mailto:gaoyj@zju.edu.cn
mailto:lik@newpaltz.edu
https://web.didiglobal.com/
https://www.uber.com/
https://www.grubhub.com/
https://www.lyft.com/


1396 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 38, NO. 2, FEBRUARY 2026

Fig. 1. Distribution of drivers in New York City.

Fig. 2. Running example.

TABLE I
ARRIVAL TIME OF WORKERS AND TASKS

are proposed to obtain more revenue for inner platform and outer
workers while reducing the response time of task requesters.

Example 1 (Motivation Example): As shown in Fig. 2, there
are six task requests (from the inner platform) and six workers in
2D space, where inner workers and outer workers are represented
by yellow cars and blue cars, respectively. The dotted lines
indicate the service area of the workers. In addition, r.p denotes
the payoff for task r. The arrival order of workers and tasks is
presented in Table I. We set the value threshold to 5. Tasks with
payoff greater than 5 are allocated to inner workers, otherwise
they are allocated to outer workers. Similar to [2], an outer
worker who completes a task receives 50% of the payoff for
the task from the inner platform.

With the RamCOM algorithm [2], each arriving task
is immediately assigned. The final matching result is
{(r1, w1), (r3, w4), (r4, w3), (r6, w5)}. Thus, the revenue of
the inner platform is 6+8+3×50%+9=24.5, the number of
assigned tasks is 4, and the total revenue of the outer work-
ers is 1.5. In the CDTA problem, we use a batch processing
framework which takes more information into account. There-
fore, we process six tasks in the same batch. The Greedy

algorithm presented in Section IV gives priority to assign-
ing high-reward tasks to inner workers in a greedy manner.
However, for unassigned high-value tasks, we will also re-
assign them to outer workers. We can get the matching re-
sult {(r2, w1), (r6, w5), (r3, w4), (r5, w6), (r4, w3), (r1, w2)}.
Therefore, the obtained revenue of the inner platform is
11+9+8+4×50%+3×50%+6×50%=34.5, the number of as-
signed tasks is 6, and the revenue of outer workers is 6.5.

Obviously, the inner platform and outer workers get better
results through cross dynamic task assignment. It is worth noting
that it also creates a win-win situation by allocating the task with
high value to outer worker.

Challenges: There are four main challenges we need to ad-
dress in this paper. First, an incentive mechanism is required
to stimulate outer workers to complete tasks from inner plat-
form. Second, the time-sensitive batching strategy is limited
when processing tasks with uneven spatial distribution and
calls for a more efficient batch processing strategy. Third, it
is hard to devise effective solutions for the CDTA problem
that simultaneously benefit the inner platform, task requesters,
and outer workers. Finally, fixed-threshold or random-threshold
approaches are commonly employed to determine which tasks
should be prioritized for allocation to inner workers, which are
not adaptable to changes in the environment.

Contributions: Existing studies [5], [6] merely design incen-
tive mechanisms for SC workers in a single platform scenario,
therefore, we propose a cross-platform incentive mechanism that
introduces a novel payment pricing model for outer workers. In
addition, we design a hybrid batch-based processing strategy to
address the issue of imbalanced task temporal distribution. Then,
four task assignment algorithms that consider the interests of the
inner platform, outer workers, and users are developed. Last but
not least, an adaptive threshold selction method is proposed to
determine the task reward threshold flexibly.

Compared to our preliminary study [1], we mainly make
the following extensions: 1) There may exist more than one
Nash equilibrium (NE) solution to a strategic game, and thus
existing game-theoretic methods may fall into local optima. A
simulated annealing-based optimization strategy is designed to
obtain a better NE. 2) To avoid unstable results, we propose
an adaptive threshold selection method based on Multi-Armed
Bandit (MAB). Each round of threshold selection is considered
as a pulling arm action to get better global results through
a continuous process of exploration and exploitation. 3) We
add experiments of these two algorithms on real and synthetic
datasets and compare them with prior methods. The contribu-
tions of this paper are summarized as follows:
� We investigate the problem of cross dynamic task assign-

ment in SC and prove that it is NP-hard.
� We design a hybrid batch processing framework that

handles tasks with uneven time distribution and a cross-
platform incentive mechanism that encourages outer work-
ers to complete tasks.

� We propose two algorithms for global task assignment,
where the KM-based algorithm yields accurate results
within each batch and the density-aware greedy algorithm
improves allocation efficiency.

Authorized licensed use limited to: HUNAN UNIVERSITY. Downloaded on February 02,2026 at 14:07:33 UTC from IEEE Xplore.  Restrictions apply. 
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TABLE II
MAIN NOTATIONS

� The cross-platform task assignment is modeled as a po-
tential game. We explore a game-theoretic algorithm and
a simulated annealing-based algorithm to optimize the
revenue received by outer workers.

� We design an MAB-based adaptive threshold selection
approach to determine which tasks are assigned in priority
to inner workers and further improve the overall utility.

� We conduct extensive experiments on real datasets and syn-
thetic datasets, and validate the effectiveness and efficiency
of our proposed approaches.

The rest of this paper is organized as follows. The definitions
of key concepts are introduced in Section II. We then design
a solution framework in Section III. Global task assignment
algorithms are presented in Section IV and game theory based
algorithms are proposed in Section V. The adaptive threshold
selection method is investigated in Section VI. We report the
experimental results in Section VII. Sections VIII and IX discuss
related work and summarize our work, respectively.

II. PROBLEM STATEMENT

We first introduce some important concepts and then for-
malize the CDTA problem in this section. The frequently used
annotations are summarised in Table II.

In cross dynamic SC, after the SC platform receives a task
request, it can choose to assign the task to the inner worker or
to the outer worker shared by a collaborative platform.

Definition 1. (Spatial Task): A spatial task, denoted by
r=〈tr, lr, dr, pr〉, has a location lr in the 2D spatial map, a
submission time tr, an expiration time tr+dr. In addition, pr
denotes the payoff for the task r.

Definition 2. (Inner Worker): An inner worker, denoted as
win=〈twin

, lwin
, dwin

, radwin
, ρwin

〉, is owned by the inner
platform. The inner worker has a location lwin

, a maximum
service radius radwin

, an arrival time twin
, and an expiration

time twin
+dwin

. Moreover, the reputation score ρwin
∈[0, 1] of

win is determined by his/her historical task completion record,
which depends on the number of completed tasks and the scores
given by task requestors.

Definition 3. (Outer Worker): An outer worker, denoted
as wout=〈twout

, lwout
, dwout

, radwout
, ρwout

〉, is shared by an
outer platform. Each outer worker has an available time twout

,
an expiration time twout

+dwout
, a location lwout

, a reachable

service radius radwout
and a reputation score ρwout

∈ [0, 1]
(same meaning as ρwin

in Definition 2).
Definition 4. (Outer Payment): After completing a spatial

task r, the outer worker wout can receive an outer payment
p′(wout, r)∈(0, pr].

Definition 5. (Outer Revenue): The outer revenue of outer
worker wout who performs the spatial task r is expressed as
Rev(wout, r)=p′(wout, r)−cwout

×d(wout, r), where cwout
de-

notes the unit cost of wout to perform a task and d(wout, r) is
the euclidean distance between wout and r.

Outer workers only focus on their own profit (outer revenue).
However, the inner platform needs to consider both profit and
user satisfaction since reputation is also important to a plat-
form. Tong et al. [7] maximize the profit on the platform and
guarantee the reliability of allocated workers by designing a
utility function. Accordingly, we introduce the following utility
function which considers the revenue of the inner platform and
the reputation scores of the assigned workers to evaluate the task
assignment result.

Definition 6. (Inner Utility): The revenue that the inner
worker win brings to the inner platform after completing the
task r is pr. After the outer worker wout performs a task r, the
platform gets a revenue of pr−p′r where p′r represents the outer
payment. Given a task assignment set M , the inner utility is
defined as

UM =
∑

(r,win)∈M
(pr × ρwin

)+
∑

(r,wout)∈M
((pr − p′r)× ρwout

) ,

(1)
where task r∈R, inner worker win∈Win and out worker
wout∈Wout.

The CDTA problem is formally defined as follows.
Definition 7. (CDTA Problem): Given a task request set R,

an inner worker set Win and an outer worker set Wout, with
workers and tasks arriving dynamically, the CDTA problem aims
at finding a matching result M with the maximal inner utility,
satisfying the following constraints:
� One-on-one Constraint: Every task is served by only one

worker.
� Unchangeable Constraint: Once a matching between a task

and a worker is formed at the end of a batch, it cannot be
changed thereafter.

� Time Constraints: Workers are eligible to perform tasks
that appear before they leave the platform. Tasks are eligi-
ble to be assigned to workers who arrive on the platform
before their deadline.

� Range Constraint: Workers are limited to providing ser-
vices for tasks within their service radius.

Lemma 1: The CDTA problem is NP-hard.
Proof: We first introduce the 0-1 knapsack problem, which

is known to be NP-hard [8]. Given a set H with n items, where
each item hi∈H has a weight ai and a value vi. The objective
of the 0-1 knapsack problem is to find a subset H∗ of H with
maximum

∑
hi∈H∗ vi subjected to

∑
hi∈H∗ ai≤M , where M

represents the maximum weight capacity.
Then, we consider an instance of the CDTA problem where

the set of tasks is R and the number of tasks is n (corresponding
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Fig. 3. Framework overview.

to the set H of the 0-1 knapsack problem). Each task ri∈R
is associated with an inner or outer worker and the number of
workers is sufficiently large (corresponding to the weight ai =
1). Each task ri is labeled with a value vi, which is computed
based on the function we defined. The computation is at least
as difficult as vi (a constant) in the 0-1 knapsack problem, so
the difference will not make our problem any easier. Moreover,
given a set of workers W and the worker number is M , the total
number of workers assigned to all tasks will not exceed M (the
same constraint as for the 0-1 knapsack problem). It can be seen
that the goal of the CDTA problem is the same as that of the
0-1 backpack problem, i.e., to decide a task subset R∗⊆R with
maximum

∑
ri∈R∗ vi subjected to

∑
ri∈R∗ ai≤M .

In summary, based on the above mapping relationship, the 0-1
knapsack problem can be reduced to the CDTA problem. The
0-1 knapsack problem is NP-hard, thus the CDTA problem is
also NP-hard. �

Remark: Information sharing among SC platforms may raise
privacy concerns. Existing privacy-preserving approaches [9],
[10], [11] can be applied to the CDTA problem, therefore,
privacy security issues are not explored in depth in this study.

III. SOLUTION FRAMEWORK

In this section, we first illustrate the overall framework of this
paper, then give the details of our proposed hybrid batch strategy
and cross-platform incentive mechanism.

A. Overview

As shown in Fig. 3, our framework consists of two phases:
the pre-processing phase and the cross-platform task assignment
phase. In the pre-processing phase, the hybrid batch strategy
is used to appropriately divide dynamically arriving tasks into
different batches, addressing the issue of uneven temporal dis-
tribution of tasks. In each batch, a reward threshold is first
chosen to determine which tasks are prioritized for assignment
to inner workers. The random selection strategy generates a ran-
dom threshold for each batch. The adaptive threshold selection
strategy employs an MAB-based selection process, making full
use of the information obtained from previous rounds. In the
cross-platform task assignment phase, we design a hybrid outer
payment pricing mechanism to incentivize the participation

Algorithm 1: Batch-Based Framework.

of outer workers. To ensure mutually beneficial outcomes for
the inner platform, inner workers, and outer workers, several
task assignment algorithms are developed to solve the CDTA
problem. The allocation results will be fed back to the adaptive
threshold selection module to dynamically optimize the choice
of thresholds in each iteration.

B. Hybrid Batch-Based Processing Strategy

In dynamic task scenarios, batch processing based on the
fixed time window size [12] is a common method. However, this
strategy fails to address the issue of uneven task time distribution.
During rush hours, there may be too many tasks in a batch, while
during idle hours, there are very few tasks in a batch. Therefore,
to efficiently handle dynamically arriving tasks, we propose a
hybrid batch processing strategy to divide tasks into batches with
suitable sizes.

Our hybrid batch processing strategy takes into account the
task number and the time window. During idle time, it selects
tasks within the batch based on the time window size, otherwise
each batch needs to wait for a longer time. Considering the peak
period, if the task number within a batch is not controlled, it will
result in too many tasks being processed in a batch, affecting
the efficiency of task allocation. To solve this problem, when
the number of tasks in a batch reaches a threshold, the task
assignment is executed without further waiting. This strategy
fully improves the efficiency of task processing and reduces the
user waiting time.

The batch-based framework aims to provide an overall solu-
tion to the CDTA problem.

In Algorithm 1, the dynamically arriving tasks are batched
under the hybrid batching strategy (lines 2-12). Task assignment
is performed for tasks and workers in a batch at the same time.
For each task of the batch, available workers are filtered and a
task assignment algorithm is selected to compute the assignment
result. Workers or tasks are removed from the set in two cases:
1) they have already been assigned. 2) they will time out in the
next batch. In the experiments, a phenomenon occurs where the
latest arriving tasks are unable to be inserted into the task set due
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to too many tasks that failed to be assigned in the current batch.
This can also happen in strategies with fixed batch sizes and has
a significant impact on efficiency. To address this problem, when
|R|=bn, we update the available task set R by removing some
earliest arriving tasks.

C. Cross-Platform Incentive Mechanism

Existing pricing approaches [13] ignore the moving cost of
outer workers to perform tasks, leading to an increased pos-
sibility of task rejections. Thus it is challenging to design a
suitable incentive mechanism to encourage outer workers to
perform tasks from other platforms. We first propose a metric
for evaluating the shortage degree of workers in a given area,
and then design a novel pricing model for outer workers.

Definition 8. (Shortage Degree of Workers): Given a spatial
region Re and a time slot T , the shortage degree of workers is
defined as

SDT
Re=

⎧⎨⎩
0, if nw>k·nr ornr = 0
1, if nw=0
− tanh (ln(nw/k·nr)) , otherwise,

(2)
where nw and nr represent the number of workers and tasks
within the region Re, respectively, and k is the worker-task ratio
customized by the platform.

In a given region, the shortage degree of workers (SD) can be
calculated based on the ratio between the number of workers and
tasks. The value of SD lies in the range of [0,1]. The parameter
k is responsible for regulating the requirements on the relative
number of workers and tasks. Consider a case where k=1: if
the number of workers is smaller than the number of tasks, SD
increases as the number of workers decreases; if nw=0,SD will
reach its maximum value of 1; if the number of workers is not
less than number of tasks, SD is constant at 0, suggesting that
the worker number is saturated.

To motivate outer workers to perform their allocated tasks
with good performance and accept tasks in regions that lack
workers, we present a reasonable incentive mechanism for cal-
culating the outer payment.

Definition 9. (Outer Payment Pricing): Given an outer
worker w who performs the task request r, the outer payment is
computed as

p′(w, r) = α·pr·ρw + β·
∑
r′∈R

pr′ ·
SDr∑

r′∈R SDr′
(3)

where R is the set of tasks which are assigned to outer workers
and belong to the same batch as r. In addition, the parameters
α∈[0, 1] and β∈[0, 1] are used to control the dominance of the
corresponding portions, and α+β≤1 is required.

Our incentive mechanism have two basic goals. On the one
hand, the value of the task and the service quality of the worker
are considered. On the other hand, to address the issue of im-
balanced spatial distribution of tasks and workers, we consider
the density of workers in the region where the task is located.
Specifically, our pricing model is composed of two components.
(1) Fundamental payment. It is determined by a combination of
the reward from assigned tasks and the reputation score of the

Algorithm 2: KM-Based Algorithm.

outer worker. Hence workers with better completion qualities
receive higher payment. (2) Added bonus. The calculation is
based on the worker shortage degree (SD) of the region where
the outer worker is located. Specifically, we extract a portion
of the total reward obtained by outer workers and allocate it to
each outer worker according toSD. The higher theSD, the more
extra bonus the outer worker receives. In this way, more outer
workers within low worker density regions are incentivized to
complete tasks, and pricing fairness is ensured.

IV. GLOBAL TASK ASSIGNMENT ALGORITHM

In this section, we propose a KM-based algorithm to get the
optimal allocation results for inner and outer workers in each
batch. To further improve the efficiency and address the problem
of uneven spatio-temporal distribution of workers and tasks, we
design a density-aware greedy algorithm.

A. KM-Based Algorithm

Since the information of workers and tasks is unknown and the
CDTA problem is NP-hard, the global optimal task assignment
result cannot be obtained. However, we process the tasks in
batches, so we can transform the CDTA problem to a Bipar-
tite Maximum Weight Matching problem and use the Kuhn-
Munkres (KM) Algorithm [14] to get the optimal allocation
result for each batch.

In practice, many SC platforms offer outer workers with a
fixed proportion of task payments as rewards (i.e., β = 0 in
Definition 9). Therefore, the outer payment of a worker w for
performing a task r can be calculated as p′(w, r) = α · pr · ρw.

Algorithm Details: As shown in Algorithm 2, we construct a
weighted bipartite graphG=(R,W,E)based on the information
of workers and tasks in the current batch, whereR denotes tasks,
W denotes workers, and the weights of the edges are utility
values calculated according to Definition 6 (lines 2-7). An edge
exists between a worker and a task only if the constraints in
Definition 7 are satisfied. Then, a maximum weight bipartite
graph matching is computed using the KM Algorithm [14] and
we can get the matching result (line 8).

Example 2 (KM-based): In Fig. 4, orange coordinates in-
dicate tasks, yellow cars indicate inner workers, and blue
cars indicate outer workers. Thus, we can construct a
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Fig. 4. An example of KM-based.

weighted bipartite graph in Fig. 4(b). The matching result
is M={(r1, w1), (r2, w2), (r3, w3), (r4, w4), (r5, w5)} and the
total utility is UM=12+8+5+6+1=32.

Time Complexity: The KM-based algorithm has time com-
plexity O(max(|R|3, |W |3), where |R| denotes the task number
and |W | denotes the worker number.

B. Density-Aware Greedy Algorithm

The KM-based algorithm obtains the optimal solution within
the batch, but has a high time complexity. In order to allocate
tasks efficiently and overcome the issue of non-uniform dis-
tribution of tasks and workers in space and time, we design a
density-aware greedy algorithm in this subsection.

It is important to give priority to inner workers when assigning
tasks, otherwise it will lead to dissatisfaction of inner workers
and worker turnover. First, some high-reward tasks are selected
and allocated to inner workers to ensure the interests of the inner
platform and inner workers. Then, to avoid the situation where no
tasks are available in the areas of the unassigned inner workers
in later batches, we further consider the task density in their
regions. Finally, we assign all remaining tasks to outer workers
with a greedy strategy.

Algorithm Details: The greedy algorithm includes three main
stages. 1) Filter high-reward tasks for inner workers (lines
2-7). First, we randomly select the threshold from a threshold
set calculated from the maximum reward of tasks. Then, the
task rmax with maximum reward max(pr) and greater than the
threshold are greedily selected over several iterations. In each
iteration, the worker who satisfies four constraints in Defini-
tion 7 and has the highest reputation ρw̃ is assigned to rmax.
2) Reassignment of idle inner workers located in regions with
low task density (lines 9-14). We calculate the shortage degree
SDw based on Definition 8 for each idle inner worker w and
a candidate task set Candw. If SDw=0, it indicates that w is
located at a region where the task number is low and the worker
number is high. Hence w is assigned to the task rmax∈Candw
with the maximum reward. 3) Assign remaining tasks to outer
workers (lines 16-24). We choose the outer worker w̃ who has
the highest reputation ρw̃ for the task rmax in every round. The
outer revenue Revw of each matched outer worker is computed

Algorithm 3: Density-Aware Greedy (Greedy) Algorithm.

by Definitions 5 and 9. If Revw>0, then we assign w to r. After
finishing the three stages, the allocation result M is obtained.

Example 3 (Greedy): Back to the running example in Fig. 4(a).
The task rewards for r1−r5 are 12, 5, 10, 6, and 9, respectively.
The reputation scores of workers w1−w5 are 0.8, 0.9, 0.7, 0.6,
and 0.8, respectively. As max(pr)=12, we can calculate that
φ=3, and threshold set is {0, 1, 2}. Assume g=2, then tasks
with rewards pr more than eg≈7.39 are selected and allocated
to inner workers. In Phase 1, task r1 with the largest reward
has two candidate outer workers w1 and w4. As ρw1

>ρw4
, r1

is assigned to w1. Likewise, we assign r3 to w2. In Phase 2,
the parameter is k=1 and SDw4

=0 holds (according to (2)), so
r4 is allocated to w4. Finally, r2 and r5 are assigned to outer
workers. Because r5 has a higher reward, r5 is allocated to
w5, while r2 will go to the next batch waiting to be assigned.
Assuming α=0.5 and β=0.3, we get a final matching result
M={(w1, r1), (w2, r3), (w4, r4), (w5, r5)}with total inner util-
ity 12×0.8+10×0.9+6×0.6+(9−3.6)×0.8=26.52.

Time Complexity: It costs O(|Win| · |R|) in Phase 1, where
|R| and |Win| represent the task number and the inner worker
number, respectively. The time complexity in Phase 2 is
O(|Win| · |R|). Besides, the time complexity in Phase 3 is
O((|Wout| · |R|), where |Wout| represents the outer worker
number. Therefore, the time complexity of Algorithm 3 is
O((2 · |Win|+ |Wout|) · |R|).
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V. IMPROVED TASK ASSIGNMENT ALGORITHM FOR OUTER

WORKERS

Our proposed KM-based and Greedy algorithms provide
overall solutions for allocating inner and outer workers. It aims
to maximise the utility of the inner platform but ignores the
interests and willingness of outer workers. In order to realize a
win-win goal, we further investigate a game-theoretic algorithm
and a simulated annealing algorithm to raise the revenues of
outer workers with no compromise on inner utility.

A. Game-Theoretic Algorithm

The task assignment process usually involves multiple outer
workers simultaneously. Besides, the payment of each outer
worker is associated with the task completion of other outer
workers, which increases the complexity of task allocation.
Hence the dynamic decision process among outer workers is
modeled as a n-player strategic game in this section.

The methods proposed in [2] suppose that outer workers will
perform allocated tasks as instructed by the inner platform.
However, individuals in real life are selfish and strive to max-
imize their own interests. To solve this problem, we propose a
game-theoretic model that considers the outer workers as the
game players, the available task sets of the outer workers as
their strategy sets, and the outer revenues of the outer workers
as the utility function. We design an algorithm based on the
best-response framework, where each game player iteratively
adjusts its optimal strategy until it reaches a stable state where
all outer workers are satisfied. This state is called the Nash
equilibrium (NE) [15], i.e., there are no outer workers who can
increase their revenues through unilaterally shifting from their
allocated tasks to other tasks.

The formal definition of the outer worker task allocation game
is given as follows.

G=〈Wo, {Sw}w∈Wo
, {Uw : ×w∈Wo

Sw}w∈Wo
→R〉,

whereWo is the set of outer workers and we can obtain a strategy
set Sw⊆R for each outer worker w∈Wo (a.k.a. game player),
and sw∈Sw is a specific strategy for w, i.e., a task that w is
eligible to perform. Given sw and the strategies sw of the other
players, the utility function is to calculate the outer revenue of
w. The goals of outer workers are to find the tasks that maximize
their own utilities. According to Definition 5, the utility function
of outer worker w can be calculated as

Uw(sw, sw) = p′(w, sw)− cw×d(w, sw)

= α · psw · ρw + β ·
∑
s
w̃
∈S

ps
w̃

· SDw∑
s
w̃
∈S SDw̃

− cw×d(w, sw) (4)

where the full set of currently selected strategies for all outer
workers is S={sw, sw}. It is clear that the utility of an outer
worker is associated with his/her own strategy as well as with
the strategies of other outer workers. As demonstrated in [16],
all games with a finite number of players and strategies have a
mixed Nash equilibrium. This only means a stable probability

distribution in the strategy space, not a fixed play with a specific
joint strategy space. In our problem, all workers need to either
choose one of the available tasks or not perform any task,
thus uncertainty cannot exist. We adopt pure strategies (i.e.,
deterministic strategies), which means that the outer worker w
can choose a certain strategy from Sw with probability 1 while
the probability of choosing other strategies from Sw is 0.

Next, we introduce the concept of Potential Game [17] and
demonstrate that the CDTA game has pure NE where each player
can choose a definite strategy.

Definition 10. (Potential Game [17]): A strategic game G=
〈Wo, {Sw}w∈Wo

, {Uw : ×w∈Wo
Sw}w∈Wo

→R〉 is a potential
game, if there is a potential function Φ:{Sw}w∈Wo

→R such
that for every player w∈Wo and any two strategies sw, s′w⊆Sw

of player w satisfying

Uw(sw, sw)−Uw(s
′
w, sw)=Φw(sw, sw)−Φw(s

′
w, sw)

with any strategy profile sw of other players.
Lemma 2: The CDTA Game is an Potential Game that has

at least one pure NE.
Proof: Given sw is a specific strategy of outer worker w and

s′w is any other response strategy of worker w. We define the
potential function as

Φ(S) = α·
∑

w∈Wo

psw · ρw+β ·
∑

w∈Wo

psw · SDw∑
s
w̃
∈S SDw̃

−
∑

w∈Wo

cw×d(w, sw). (5)

Then, given the joint strategy sw for workers other than w.
We can calculate that

Φw(sw, sw)−Φw(s
′
w, sw)

= α·(psw−ps′w)·ρw+β·(psw−ps′w)·
SDw∑

s
w̃
∈S SDw̃

− cw×(d(w, sw)−d(w, s′w))

= Uw(sw, sw)−Uw(s
′
w, sw). (6)

Therefore, the strategic game of the CDTA problem is a potential
game and has at least one NE in pure strategy. �

Algorithm Details: In the best-response framework, poten-
tial games with finite strategies always converges to a pure
NE [17]. We propose a game-theoretic algorithm based on
this framework. First, Greedy is utilized to obtain the initial
assignment result of inner workers and outer workers (line 1).
Next, the algorithm iteratively chooses the best strategy of each
outer worker which can maximize his/her utility defined in (4)
according to the current joint strategy of the other outer workers.
If the best response task of an outer worker w is occupied by
another outer workerw′, then their utilities are compared and the
worker with the higher utility can occupy the task. This process
is repeated until the NE is reached, i.e., no outer worker wants
to switch from the existing strategy (lines 2-9). Finally, we get
the allocation result M (line 10).
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Algorithm 4: Game-Theoretic (Game) Algorithm.

B. Simulated Annealing Optimization Algorithm

The Game algorithm aims to obtain stable allocation result
that satisfy outer workers. The CDTA game is proven to have at
least one pure NE (multiple pure NE may exist), and the result
has a tendency to be trapped in a local optimum due to the strict
constraints of the CDTA problem. The Simulated annealing (SA)
algorithm searches for globally optimal solutions by simulating
the annealing process of metal materials at a reduced temperature
during metal heat processing. Unlike local search algorithms, it
may accept non-optimal solutions in the solution space, which
accelerates the search for the global optimal solution.

In the CDTA problem, the decision variables of the outer
workers are discrete. The outer worker reaches a Nash equilib-
rium by continuously choosing the most satisfactory strategy.
However, we propose an SA optimization algorithm that will
accept other worse strategies with a certain probability. This
approach enables escaping local optima to achieve better global
results. In short, we first select a strategy, and if that strategy
is better than the current strategy, we move to that strategy; if
that strategy is worse than the current strategy, we calculate the
success rate to decide whether to move.

Since each task is limited to be completed by one worker,
if there is a conflict where multiple workers choose the same
task, only the outer worker with higher utility will get the task.
Assuming that the utility of the optimal strategy for worker w′ is
always lower than that of the other workers,w′ tries to choose this
strategy in each round, ignoring the other suboptimal strategies,
and eventually has no task to complete. To avoid this, we define
the preference value of outer worker w for each candidate task
r as Pre(w, r) and the initial value is set to 1. The selection
probability of a worker w selecting a task r from the candidate
task set Candw depends on the preference value for r and is
computed as follows:

Pro(w, r)=
Pre(w, r)∑

r′∈Candw
Pre(w, r′)

. (7)

Next, a task is selected from the candidate tasks based on
the selection probability distribution of w. The success rate

succ(w, r) of this task being occupied by w is calculated:

succ(w, r)=

{
1, if Uw(r)≥Uw(r

∗) or r∗=∅
e

Uw(r)−Uw(r∗)
Tem(nround) , otherwise,

(8)
where Uw(r) denotes the utility of w if w chooses r (according
to (4)), r∗ denotes the currently occupied task of w (current
strategy), and Tem(nround)=

1
log (nround+1) denotes the tem-

perature value for the round. The higher the temperature, the
higher the randomness of the results. As the number of rounds
increases, the temperature gradually decreases and the results
stabilize. From the (8), the strategy transfer must occur when
the selected task r has a higher utility; otherwise, the transfer
occurs with a certain probability.

In the process of competing for a task, if a worker who has
already occupied that task is replaced by another worker, his/her
preference value for that task will decrease. We get the new
preference value for that outer worker by calculation:

Pre(w′, roc) = Pre(w′, roc) · e
U
w′ (roc)−Uwoc (roc)

Tem(nround) , (9)

wherew′ denotes the worker whose task was replaced by another
worker woc, and roc denotes the task that w′ lost. In this way,
outer workers no longer only consider the value of the task, but
also whether they are competitive, thereby avoiding deadlocks
where workers repeatedly compete for high-value tasks without
reaching a stable allocation.

Algorithm Details: As shown in Algorithm 5, we first obtain
an initial matching based on Greedy and an initial temperature
(lines 1-2). In each round, for each outer worker w, the utility set
UCanw, preference value set Prew, and selection probability
distribution Prow are calculated for candidate tasks (lines 5-
7). Select a task r with probability distribution Pro(w, r) and
calculate the success rate for r. Then, generate a random number
within [0,1] (lines 8-10). If the random number is not greater
than the success rate and r is unoccupied, assign r to w. If r
is already occupied by worker w′ and the utility of w is higher
than w′, worker w replaces w′ to get r, and Pre(w′, t) decreases
(lines 11-16). Update nround and Tem at the end of each round
(line 17). Repeat the above steps until the maximum number of
iterations nmax is reached.

Example 4 (SA): Assume that there are three outer workers
w1−w3 and three tasks r1−r3, and the candidate set for each
worker contains all three tasks. The utility sets of the workers for
each task areUw1

={8, 4, 6},Uw2
={7, 6, 3}, andUw3

={5, 3, 7}
respectively. Workers have an initial preference value of 1 for
each task, so the probability distributions are {1

3 ,
1
3 ,

1
3}. Calcu-

late Tem(1) for the first round as 1.44. In the first round, task r3
is selected by sampling with the probability distribution of w1.
w1 has no occupied task, so r3 is occupied byw1. Likewise, r1 is
occupied byw2. Next, r3 is selected byw3. Although r3 is occu-
pied byw1,w3 has higher utility, sow3 replacesw1. Meanwhile,
w1 decreases the preference value Pre(w1, r3)=1 · e 6−7

1.44≈0.5
and Pro(w1, r3)=

0.5
1+1+0.5=0.2. In the second round, Tem is

updated to 0.91. First, w1 chooses r1 and w2 is replaced by
w1. Therefore, updating Pre(w2, r1) to 0.33. Next, based on
the new probability distribution Prow2

={0.14, 0.43, 0.43}, w2
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Algorithm 5: Simulated Annealing (SA) Algorithm.

selects and occupies r2. w3 selects r2, but the success rate is
0.01, so occupancy fails. Through several rounds of iterations, a
stable match is obtained as {(r1, w1), (r2, w2), (r3, w3)}. In the
algorithm, each utility value changes as the workers’ strategies
change, and for simplicity it is treated as fixed here.

Time Complexity: The time complexity of the SA algorithm
is O(2|̇Win| · |R|+ nmax · |Wout|).

VI. ADAPTIVE THRESHOLD SELECTION

In this section, we devise an adaptive threshold-based task
assignment framework to further improve the results of task
assignment.

A. Motivation and Overview

In order to ensure the utility of the inner platform and to avoid
the loss of inner workers, we follow the principle of prioritizing
the assignment of high-value tasks to inner workers. Therefore,
a threshold must be given to determine which tasks are high-
value tasks. For simplicity, this threshold is named Task Reward
Threshold (TRT). The RamCOM algorithm [2] as well as our
previously proposed algorithms use randomized thresholds to
filter high-reward tasks to be allocated to inner workers (e.g.,
lines 2-3 in Algorithm 3). However, the assignment results under
this strategy are unstable. When the selected threshold is small,
most tasks are allocated to inner workers in priority, leading to
a shortage of inner workers for high-value tasks that arrive later.
When the selected threshold is large, most tasks are assigned to
outer workers thus leaving many inner workers idle.

The random threshold selection strategy assumes that each
threshold is chosen with equal probability. However, existing
approaches ignore the potential to improve allocation results by
adaptively selecting more appropriate thresholds using collected
historical information. Since workers or tasks exhibit similar
distributions over time, historical assignment results can provide
guidance for setting thresholds. The multi-armed bandit (MAB)
problem is an important part of reinforcement learning. It is
formally expressed by assuming that there are K arms, each
with an unknown expected reward, at each timestamp t, the
agent chooses to pull an arm and receive a reward to maximize
the cumulative reward. We transform the threshold selection
process in the CDTA problem into the MAB problem. First,
we need to discretize the threshold. Thus we can obtain a
candidate TRT set and consider each TRT as an arm. The overall
utility is maximised by selecting a TRT (i.e., pulling an arm)
in each batch. The Upper Confidence Bound (UCB) algorithm
is commonly used for MAB problems. In practice, we cannot
predict which threshold should be chosen as the initial value,
i.e., we face the problem of cold start. But the UCB algorithm
can solve this problem by trying and exploring each threshold
once.

B. Adaptive Threshold-Based Algorithm

We propose a UCB-based threshold selection algorithm,
which finds a balance between exploration and exploitation.
During the exploration phase, the inner platform tries different
thresholds (TRTs) through several rounds of task allocation and
learns the expected utility of TRTs. Over time, the platform
adjusts the selection of TRT based on the collected data to
improve overall utility.

Based on the maximum reward value for all tasks (pre-
dicted from historical data), we have the number of candi-
date thresholds φ=
ln(maxr∈R(pr)+1)�. Here, the threshold
set with φ TRTs (i.e., arm set) is defined as T ={τ1, τ2, . . . ,
τφ},where τn=en−1, and n∈{1, 2, . . . , φ}. To prevent out-
comes from disproportionately leaning toward any single party
(such as the inner platform, inner workers, or outer workers),
we define the overall utility that takes into account the interests
of both the inner platform and the outer workers.

Definition 11. (Overall Utility): Given a task assignment
set M , the overall utility Uall

M is the sum of the total utility
of the inner platform and the total utility of the outer workers. In
particular, according to Definition 6 and Definition 5, the overall
utility of the task assignment set M is defined as

Uall
M =ω · UM+(1− ω) ·

∑
(r,wout)∈M

Rev(wout, r), (10)

where ω is used to regulate the importance of the two compo-
nents.

Next, we use an incremental approach to calculate the utility
mean for each threshold. The utility mean value Ek

τn
of the

threshold τn at the k−th batch is expressed as:

Ek
τn
=

{
Ek−1

τn
+ 1

k × [Uall
M (k)− Ek−1

τn
], k>1,

Uall
M (k), k=1,

(11)
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Algorithm 6: Adaptive Threshold-Based (Adaptive) Algo-
rithm.

where Uall
M (k) denotes the overall utility of the k−th batch.

Therefore, we can obtain the UCB index for each threshold
to evaluate the performance of the threshold as follows.

Definition 12. (UCB index): Given a threshold τn, its UCB
index Ikτn at the k-th batch is defined as

Ikτn=Ek
τn
+

√
2 · lnN
numτn

, (12)

where N is the total number of times all thresholds are pulled
and numτn is the number of times threshold τn is pulled.

The UCB index remains optimistic when facing uncertainty.
The right part is a measure of the uncertainty in the value estimate
for the k-th action, i.e., the exploration process. The fewer the
number of attempts for a threshold, the higher the uncertainty,
and hence the higher the probability of being selected. The
left part is an assessment of the historical performance of the
threshold, i.e., the exploitation process. Next, the platform de-
termines the optimal bandit strategy and views it as a guideline
for arm selection in each batch. The UCB indexs of TRTs change
dynamically after each batch of task assignment is completed.
If a TRT leads to a higher overall utility, it will have a rising
probability of being chosen over time.

Algorithm Details: As shown in Algorithm 6, the maximum
reward of the task is estimated based on the history and the
candidate TRT set T (corresponding to the arm set) is obtained
(line 1). Then, we initialize the mean valueET and the number of
pulled times numT for each TRT to 0, respectively (line 2). We
perform threshold selection in each batch and k represents the
current batch count. To solve the cold-start problem, in the first
φ rounds (k≤φ), we select each threshold in turn for one time
to get their initial profile: the utility mean value and the UCB
index (line 3-4). In subsequent rounds, to make the exploration
and exploitation parts balanced, we first normalise the mean
value Ek

τn
of each candidate threshold. Then the UCB index

is calculated for each TRT and the TRT with the largest UCB

TABLE III
EXPERIMENTAL SETTINGS ON REAL DATA

index is selected (lines 5-7). The selected threshold τ̂ is used to
filter high-value tasks and low-value tasks and assign them to
inner workers and outer workers, respectively (lines 8-12). After
completing the processing of a batch, update Eτ̂ and numτ̂ for
the threshold τ̂ (line 13).

Example 5 (Adaptive): Assuming the maximum reward
of tasks is 12, we have the number of candidate thresh-
olds φ=
ln(12+1)�=3 and the threshold set T ={τ1, τ2, τ3}
={1, 2.7, 7.4}. During the initial cold start phase, τ1, τ2 and
τ3 are selected as TRT, respectively. In the first batch, assume
that the overall utility generated by this batch after selecting τ1
is 10, we update Eτ1=10 and numτ1=1. Similarly, the profiles
is updated for τ2 and τ3. Starting from batch 4, we calculate the
UCB index of each TRT and select the one with the largest UCB

index as the threshold. The UCB index of τ1 is I4τ1=0.8+
√

2·ln 3
1

≈2.3 by (12) (0.8 is the normalized result). Assuming that τ1
has the largest UCB index, τ1 is selected again, and Eτ1 and
numτ1 are updated. Subsequently, the above steps are repeated
in each batch to adaptively select the threshold.

Time Complexity: The overall computation complexity of
Algorithm 6 is O(φ+ 2 · |Win| · |R|+ nmax · |Wout|).

VII. EXPERIMENTS

A. Dataset and Setup

Datasets: We evaluate the proposed algorithm using synthetic
dataset as well as two real datasets named the Chicago dataset5

and the NYC dataset6. The Chicago dataset contains the Chicago
taxi trips in January 2020, and the NYC dataset contains the New
York City taxi trips in June 2016. The drop-off sites of drivers
are considered the locations of workers; the pick-up sites of
passengers are considered the locations of tasks. In the Chicago
dataset, we extract the inner and outer workers from the City
Service and Blue Ribbon Taxi Association, respectively. In the
NYC dataset, the inner and outer workers are from Yellow Taxi
and Green Taxi. As the task requester of Green Taxi can be
dropped off within the same region as the service range of Yellow
Taxi, we take the drop-off location as the worker’s location and
assume that the worker of Green Taxi is allowed to serve the
request of Yellow Taxi. We also create synthetic datasets by
randomly sampling the NYC dataset and generating workers
following [2].

Tables III and IV show the parameter settings, where the de-
fault values are marked in bold. The task rewards of the synthetic
datasets follow a normal distribution. In this process, because
μp has more influence on performance [18], the parameter σp

is set to 3.75 and the value of μp is varied. Moreover, the most

5https://data.cityofchicago.org/Transportation/Taxi-Trips-2020/r2u4-wwk3
6https://www.nyc.gov/site/tlc/about/tlc-trip-record-data.page
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TABLE IV
EXPERIMENTAL SETTINGS ON SYNTHETIC DATA

important part for the inner platform is the inner utility, so the
parameter ω in UCB is set to 0.7.

Approaches and Measurements: We compare the proposed
KM-based, Greedy, Game, SA and UCB with a multi-platform
cooperative algorithm (RamCOM [2]) and an adaptive batch
processing method (RQL [19]) using four metrics: 1) Inner
utility: total utility of inner platform; 2) Outer revenue: total
revenue received by outer workers; 3) NumOfTask: number of
tasks completed; 4) Running time.

We partition the spatial region into 10×10 grids and compute
the shortage degree of workers (SD) for each grid. Since Ram-
COM uses an online processing solution and a dynamic pricing
approach [13], this algorithm is not involved in the evaluation
and comparison of batch thresholds bt and bn, as well as pricing
parameter (α, β) . In all experiments, we repeatedly test 10 times
and record the average outcomes. All algorithms are run on an
Intel(R) Xeon(R) Gold 5218R CPU @2.10 GHz with 255 GB
GB RAM in C++.

B. Experiments on Real Datasets

We demonstrate the performance of the seven algorithms
using two real datasets and the experimental results are shown in
Tables V and VI. The bolded values in each column of these two
tables indicate the best-performing value among all algorithms
for the corresponding metric. It is obvious that KM-based yields
the maximum inner utility, overall utility and the maximum
NumOfTask over two real datasets, since it obtains the optimum
allocation in every batch. Among all algorithms, SA has the
largest outer revenue. This is because it avoids falling into a local
optimum by the simulated annealing optimization process of the
CDTA game. While KM-based outperforms the other algorithms
we propose in terms of inner utility, the overall utility differences
among them are greatly reduced by the cross-platform incentive
mechanism and optimized outer worker allocation approaches.
Besides, Greedy has the shortest running time due to the batch
processing strategy and greedy strategy.

It is worth noting that Greedy, Game, SA and UCB have
fast response speeds on both real datasets, with running times
remaining under 1 second on the Chicago dataset and under 4
seconds on the NYC dataset, obviously outperforming the other
algorithms. Except for KM-based, UCB yields the maximum
inner utility, overall utility and NumOfTask among our proposed
algorithms and is very close to KM-based, indicating that it
improves efficiency while guaranteeing the quality of the results.

C. Experiments on Synthetic Datasets

In this section, we run experiments on synthetic datasets to
evaluate the performance of the seven algorithms.

1) Effect of |R|: As illustrated in Fig. 5, the five metrics all
increase as |R| increases. Obviously, the reason for this is the
increase in the number of tasks completed, which brings more
revenues to both inner and outer workers, as well as an increase
in processing time. For inner utility, outer revenue, overall utility
and NumOfTask, all five of our proposed algorithms outperform
RamCOM and RQL, but our proposed algorithms require more
running time. Among all algorithms, KM-based obtains the
largest inner utility and overall utility which demonstrates the
superiority of the optimal task assignment algorithm. Game, SA
and UCB all generate high outer revenue and assign more tasks.

2) Effect of |W |: As shown in Fig. 6, the inner utility, overall
utility, NumOfTask, and the running time exhibits a similar
increasing trend as |W | increases in most cases. However, the
outer revenue is not simply positively correlated with |W | for
our proposed algorithms. The default task number is 2,500.
When |W | is greater than 2,500 and gets larger, competition
among workers becomes more intense and high-reward tasks
are allocated in priority to inner workers, leading to a decline in
outer revenue. After |W | is larger than 2,500, the running time
of Greedy, Game, SA, and UCB begins to decrease as well, due
to the decrease in the time to perform task assignment for outer
workers. Compared to RamCOM and RQL, our proposed al-
gorithms obtain higher inner utility, more outer revenue, overall
utility, and NumOfTask, but require more runtime in most cases.
Among all the algorithms, KM-based has the largest inner utility,
and Game generates the most outer revenue and NumOfTask for
the most part. However, the overall utility of our five proposed
algorithms is very close.

3) Effect of the worker service radius rad: In Fig. 7, the inner
utility, overall utility and NumOfTask of each algorithm increase
with the growth of rad, while the running time has little change
among different algorithms. Outer revenues of Greedy, Game,
SA and UCB first decrease and then increase with increasing
rad, while the other algorithms show a decreasing trend. This
is because a larger rad means that the task has more candidate
outer workers competing for it. Similarly, the inner utility and
the overall utility of KM-based are maximized. Also we can
see that SA performs best in terms of outer revenue because
SA avoids being trapped in local optimum. RQL, KM-based,
Greedy, Game, SA and UCB can achieve much higher NumOf-
Task than RamCOM. RamCOM runs the fastest, while UCB
runs the slowest.

4) Effect of the unit cost cw: We proceed to consider the effect
of cw by varying it from 1 to 5 and the results are shown in
Fig. 8. With an increase of cw, the out revenues of all algorithms
decrease. Because the higher the cost of mobility, the lower
the revenue for the outer workers, the fewer outer workers
are willing to participate in the task assignment. However, cw
has no significant effect on the inner utility, overall utility,
NumOfTask, and running time of all algorithms. Among all
the algorithms, KM-based generates the largest inner utility and
overall utility and needs the least running time. Game, SA and
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TABLE V
RESULTS ON THE CHICAGO DATASET

TABLE VI
RESULTS ON THE NYC DATASET

Fig. 5. Effect of the task number |R|.

Fig. 6. Effect of the worker number |W |.

UCB produce higher outer revenues and can assign more tasks.
For Game, outer workers are able to autonomously select the
tasks that benefit the most, while the current platform can get
higher utility. UCB requires the highest running time because
it requires calculating the optimal threshold at each batch. Note
that since RamCOM ignores the travel costs of outer workers,
when cw ≥ 4, the outer revenue is less than 0.

5) Effect of batch time threshold bt: It can be seen from Fig. 9
that changing bt will have no impact on RQL since there is no
batch time threshold set for RQL. All algorithms except RQL
show a trend of increasing and then rapidly decreasing in terms
of inner utility, outer revenue, overall utility, and NumOfTask.
It is mainly due to the fact that the larger the value of bt,
the more tasks can be processed simultaneously, which leads

to a better assignment result. But when bt is too large, the
number of workers in a batch can be much larger than bn, and
repeated processing of difficult-to-assign workers reduces the
effectiveness and efficiency of assignment. Not surprisingly, the
running time of our proposed algorithms increases as the batch
time threshold bt grows. Among our proposed algorithms, the
inner utility and overall utility of KM-based is the largest, UCB
obtains the highest outer revenue and the most NumOfTask,
while it requires the most running time.

6) Effect of batch size threshold bn: From Fig. 10, we observe
that the five metrics of all algorithms increase with bn in most
cases. Among all the algorithms, KM-based still has the largest
inner utility and overall utility, and Game, SA and UCB have
higher outer revenue and NumOfTask. The reason for this is
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Fig. 7. Effect of the worker service radius rad.

Fig. 8. Effect of the unit cost of worker cw .

Fig. 9. Effect of the batch time threshold bt.

Fig. 10. Effect of the batch size threshold bn.

that Greedy, Game, SA and UCB assign fewer tasks to internal
workers when bn is large. However, since Game, SA and UCB
take into account the interests of outer workers, it alleviates the
decrease in inner utility to some extent. It is clear that RQL has
the fastest growing running time and KM-based has the shortest
running time.

7) Effect of pricing parameters (α, β): Both RQL and KM-
based ignore the extra bonuses for outer workers, so onlyαhas an
impact on their results. In Fig. 11, asα increases, the inner utility
of RQL and KM-based decreases because the inner platform
needs to pay more to outer workers after they complete tasks.
Accordingly, the outer revenue and NumOfTask tend to increase
for RQL and KM-based. As a result, their overall utility declines
at a relatively slower rate. When α=0.7 and β=0.2, Greedy,
Game, SA and UCB have the lowest inner utility and overall

utility, but significantly higher outer revenue. From Fig. 11, the
pricing parameters have no significant influence on the running
time. Among all the algorithms, the inner utility and overall
utility of KM-based is the largest in most cases, Game, SA,
and UCB have higher outer revenue, while UCB has the largest
NumOfTask.

8) Effect of the task reward μp and the task deadline ddl: Due
to space limitations, we omit the figures of the experimental
results that vary the parameters μp and ddl. By varying the task
reward μp, the inner utility, outer revenue, and overall utility of
all algorithms increase as μp increases, as the higher the value
of the task, the higher the overall benefit to the platform and
workers. In particular, KM-based has the largest inner utility and
overall utility, while SA has the highest outer revenue. RamCOM
still requires the least runtime, but UCB costs the most runtime.
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Fig. 11. Effect of the outer payment parameter (α, β).

As the task deadline ddl becomes longer, the inner utility and
overall utility of the six algorithms grows, which is reasonable
because the tasks have a higher probability of being successful
in assignment. Among all the algorithms, KM-based produces
the highest inner utility and overall utility. With respect to outer
revenue and NumOfTask, Game, SA and UCB are close and
outperform the other methods. In addition, when the deadline
increases, the running time of the six algorithms does not change
significantly.

D. Summary

Our main experimental findings are as follows.
1) KM-based has the highest inner utility and overall utility

and SA produces the highest outer revenue compared
to other algorithms in most cases. Among our proposed
algorithms, KM-based is the most efficient on small-scale
datasets, but requires much higher runtime on large-scale
datasets.

2) Our proposed algorithms outperform RamCOM in terms
of inner utility, outer revenue, overall utility, and NumOf-
Task. For most cases, KM-based has higher inner utility,
overall utility, and NumOfTask than RQL, and the outer
revenue of Greedy, Game, SA and UCB are both larger
than RQL.

3) The running time of the proposed algorithms is much
less than RamCOM and RQL over real datasets. Greedy
consumes the least amount of runtime on real datasets and
RamCOM costs the least runtime on synthetic datasets.
Importantly, the runtime of our proposed algorithms are
all less than 1 second, which can satisfy the practical needs
in most applications.

4) On synthetic datasets, Game, SA, and UCB perform simi-
larly. However, on real datasets, UCB has the highest inner
utility, overall utility and NumOfTask, and SA has the
highest outer revenue. When the number of workers/tasks
within a batch is small, the solution space is small, thus the
probability of falling into a local optimum in SA is small.
When the batch number is small, UCB may still be in the
exploration phase, with higher uncertainty in the results.
Therefore, SA and UCB show less significant performance
on synthetic datasets. However, on real datasets, both SA
and UCB can obtain better results through iteration or
adaptive adjustment.

Our proposed algorithms are applicable to different scenarios
in spatial crowdsourcing.

Small-scale Task Scenarios: For cross-platform SC in small-
scale task scenarios (e.g., photo-taking tasks, renovation tasks),
KM-based can be chosen if faster response time and higher inner
utility are required, and Greedy, Game, SA, or UCB can be
chosen if the inner platform is expected to be sustainable and
to attract more outer workers to participate and thus achieve a
higher number of task matches.

Large-scale Task Scenarios: For cross-platform SC in large-
scale task scenarios (e.g., ride-hailing services), if real-time
feedback of matching results is not required, KM-based can be
chosen for platforms with high inner utility requirements, but it
only considers the interests of inner platform and may ignore
the benefits of outer workers. Greedy, Game, SA, and UCB
are suitable for real-time demanding scenarios and guarantee
the interests of both the inner platform and outer workers.
In these algorithms, SA can achieve higher outer revenue to
motivate outer workers, and UCB has higher overall utility and
NumOfTask to achieve the global optimum.

VIII. RELATED WORK

In this section, we discuss some studies in spatial crowdsourc-
ing (SC), mainly on task assignment, incentive mechanism, and
Multi-Armed Bandit (MAB).

Task Assignment: As a core issue in SC [20], most existing
studies focus on task assignment [21], [22], [23], [24], [25],
[26], [27], [28], [29], [30]. The task processing modes in spatial
crowdsourcing are divided into two types: real-time mode [31],
[32], [33] and batch-based mode [34], [35], [36], [37], [38], [39].
In this paper, we adopt a hybrid batch processing framework for
batch processing of tasks and workers. Wang et al. [19] designed
an adaptive batch processing framework and a Restricted Q-
learning (RQL) algorithm. However, when processing tasks of
large scale, RQL requires a large amount of time to search and
update the Q-table.

Game theory is applicable to deal with many types of task
allocation problems in SC [34], [37], [40], [41], [42], [43], [44].
The problems in [40], [41], [42], [43] require multiple workers
to collaborate on a task. Studies in [34], [37] focus on task
assignment with dependency constraints, aiming to maximize
total payoff [34] and the completed task number [37]. The
issue of fairness is a key concern in SC. In order to ensure
payoff fairness among workers, Zhao et al. [44] formulated the
task allocation process as a multi-party game and proposed an
improved evolutionary game-theoretic algorithm. Xie et al. [45]
et al. adopted a game-theoretic based approach to maximize
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overall user satisfaction in complex task scenarios. Li et al. [46]
solved the fairness issue by the multi-round n-player strategy
game model and proposed a multi-round task assignment algo-
rithm as well as a series of optimization strategies, which aims
to maximize total revenue for workers while ensuring fairness
constraints.

To our best knowledge, several studies on cross-platform
collaboration in SC has been conducted recently. Cheng et al. [2]
first investigated the Cross Online Matching (COM) problem
and proposed two algorithms, DemCOM and RamCOM. Peng
et al. [3] investigated the task assignment methods to achieve the
goal of maximising overall sensing quality in multi-platform
scenarios where the sensing quality of each user is unknown.
Li et al. [47] designed an autonomy and coordination task
assignment framework with the goal of improving revenue and
ensuring fairness. Yang et al. [4] employed a third-party platform
to globally match public tasks across all platforms. Privacy
protection is a core issue to ensure the sustainability and practi-
cality of cross-platform SC scenario. Wang et al. [9] studied
the cross-platform order scheduling problem and designed a
Federated Learning-to-Dispatch framework. Zhong et al. [10]
designed a federated learning framework for cross-platform task
assignment, which combines personalized location preference
learning and efficient algorithms to address privacy concerns
and data heterogeneity. The work in [11], [48] investigates how
to optimize cross-platform task allocation by considering task
preferences of workers while preserving privacy. Each platform
trains the personalized worker preference model using local
historical data, and then the central server performs preference-
driven task assignment. These existing approaches effectively
preserve privacy in cross-platform SC, thus our study aims to
improve the effectiveness and efficiency of the task assignment
process. Cui et al. [49] adopted Cooperative Global Path Plan-
ning framework to solve the traffic congestion problem caused
by the isolation of platforms. Cheng et al. [50] proposed a cross
online ride-sharing framework with a worker selection algorithm
based on direction prediction.

Incentive Mechanism: Incentive mechanisms are designed to
encourage workers to engage in SC. Hu et al. [51] proposed
an incentive mechanism based on reverse and multi-attribute
auctions in mobile crowdsourcing. Liu et al. [52] formulated a
price adjustment function and two budget allocation algorithms
to solve the imbalanced sensory data distribution problem.
Zhao et al. [53] investigated the real-time auction problem. Xu
et al. [54] designed an incentive mechanism based on the impact
of social networks and the utility function. Zhang et al. [55]
addressed the problem of reliable task allocation. Tong et al. [13]
considered the spatio-temporal distribution of tasks and workers
as well as the worker mobility during the dynamic pricing. Wang
et al. [56] studied a novel dynamic incentive mechanism to
recruit workers by utilizing social networks.

Multi-Armed Bandit (MAB) Model: Reinforcement learning,
which learns optimal decision-making strategies by interacting
with the environment, shows wide application potential in SC.
Li et al. [57] proposed an adaptive sliding window decision
algorithm based on deep reinforcement learning to solve the city
express delivery problem, which yields better results compared

to manually adjusting batch size. The MAB model illustrates
the sequential decision-making process under incomplete infor-
mation [58]. Some previous studies have applied this concept
to related fields [59], [60]. Yang et al. [61] evaluated worker
performance information through a UCB-based online learning
algorithm. Gao et al. [62] designed a MAB-based reinforced
worker selection framework and model the quality of workers
through bias and variance to obtain reliable workers. Peng
et al. [63] investigated the multi-platform task allocation prob-
lem with unknown qualities of users and proposed two online
MAB-based user selection algorithms. However, their solution
ignores the priority of inner workers (resulting in the loss of
inner workers) and the interests of outer workers. Most existing
MAB-based algorithms in SC are used for worker selection and
cannot be applied to our threshold selection problem.

IX. CONCLUSION

We formalize and provide solutions to a novel SC problem,
named Cross Dynamic Task Assignment (CDTA). We propose
a hybrid batch processing framework and a pricing strategy
applicable to outer workers. In order to realize the global task
allocation for inner workers and outer workers, we design the
KM-based algorithm and the Greedy algorithm. To guarantee
the benefits of outer workers, we propose the Game algorithm
and the SA algorithm. An adaptive threshold selection method
is developed to improve the overall utility. We validate the
effectiveness and efficiency of our proposed algorithm by con-
ducting extensive experiments on real and synthetic datasets.
Our algorithms are adaptable to cross-platform task assignment
scenarios with different requirements.
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